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Abstract. Regression model examines a functional relationship between response 

variables and predictor variables. If data are non-patterned and no a priori model 

information about the retrogression curve is available, a nonparametric regression 

model called Multivariate Adaptive Regression Spline (MARS) can be used. MARS 

is the combination between spline and Recursive Partitioning Regression (RPR), and 

therefore it can yield continuous estimation of regression functions. Three 

components constructing MARS model include basis function, knot, and interaction. 

Recursive partitioning approximates an unknown function using a developed basis 

function. Dengue Hemorrhagic Fever (DHF) is one of health problems of which 

incidence shows an increase year after year. DHF analysis is carried out on survival 

period and can be modeled using MARS. Survival period is defined as individual’s 

probability function to survive in certain time; in this case, individual is fully 

recovered. The present research aims at finding out a model of DHF sufferers’ 

survival period using MARS and its influencing factors. Data of the research include 

the 2013 medical record data obtained from Semarang Department of Health. The 

research results in survival period model (MARS) as well as its influencing factors, 

such as age (  ), sex (  ), trombocyte (  ), hemoglobin (  ), hematocrit levels 
(  ), and immunologic response (  ).  
 

1. Introduction 

Regression analysis denotes a set of statistical techniques underlying statistical 

inference on the relationship between the measured variables. The construction of a 

regression model depends on its goals; several goals, however, frequently overlap. 

The purposes of regression analysis fall into four categories; prediction, variable 

selection, model specification, and parameter estimation. Regression analysis seeks to 

examine the functional relationship between response variables and predictor 

variables, either parametrically or nonparametrically. Parametric regression refers to a 
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method used to find out the pattern of a relationship between independent variables 

and dependent variables. Its regression curve is assumed by the researcher. In 

contrast, nonparametric regression is applied with regards to the nonpatterned data 

and the absence of a priori model information about the regression curve (Eubank [1], 

Hardle[2]). According to Budiantara [3], this produces highly flexible and objective 

results. 

Methods of nonparametric regression include spline and Recursive Partitioning 

Regression (RPR). The former presents a drawback in determining manually the 

number and the location of knots, while the latter has disjoint functions leading to 

discontinuity at the knot. In 1990, Friedman [4] developed Multivariate Adaptive 

Regression Spline (MARS), a nonparametric regression method to deal with the 

aforementioned drawbacks. 

MARS is a combination between spline and recursive partitioning, and 

therefore it can result in continuous estimation of regression functions. Recursive 

partitioning approximates an unknown function using a developed basis function. The 

implementation of MARS on time series data was conducted by Lawless [5]. The 

present research examines MARS model and survival period modeling using MARS 

on DHF sufferers in Semarang. 

2.  Research Method 

The present study belongs to a theoretical research on MARS and its 

implementation on survival period of DHF sufferers in Semarang. Data and research 

procedures are explained as follows: 

2.1 Data. The data of the research include the 2013 medical record data of 97 DHF 

patients obtained from Semarang Department of Health. The dependent variable  ( ) 

used refers to Nisa’ and Budiantara’s research [6], involving survival period—DHF 

patients’ length of stay in hospitals until full recovery. Meanwhile, the independent 

variables include such medical record data as age (  ), sex (  ), trombocyte (  ), 
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hemoglobin (  ), hematocrit levels (  ), immunologic response (  ), and the 

incidence of bleeding (  ). 

 

2.2 Research Procedures. The research procedures included estimating distribution 

of survival period, obtaining martingale residuals through  the estimation of survival 

function and the cumulative hazard function, indentifying the pattern of a relationship 

between martingale residual and independent variables, and modeling survival period 

using MARS.  

 

3.  Survival Function  

Survival function is defined as the probability that an individual can survive to 

time   (Lawless [7]). If   represents random variable of individual’s survival period 

in interval ,   ), then the survival function  ( ) can be expressed: 

 ( )   (   )     (   )     ∫  ( )
 

 
      ( ),   (3.1) 

, where  ( ) is the probability density function and  ( ) is the cumulative 

distribution function. In addition, the relationship between  ( ) and  ( ) is obtained: 

 ( )  
  ( )

  
   

   ( )

  
    ( )   ` (3.2) 

4. Cumulative Hazard Function 

Lawless [7] defines hazard function as a probability that an individual during 

interval   and      (short interval). If the individual survives until time  , then 

hazard function  ( ) is denoted: 

 ( )          *
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In reference to equation (3.2) and (4.1), the following function is obtained: 
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The cumulative hazard function is defined as: 
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5. Martingale Residual 

Martingale residual functions as a dependent variable in MARS modeling 

(Kriner [8]). It is defined as: 

  ( )    ( )    ( )      (5.1) 

, where   ( ) is the martingale residual of the  th
 data,   ( ) has value of 1 if in the  th

 

data a DHF patient is fully recovered and value of 0 if the patient is not, and   ( ) 

depicts the cumulative hazard function of the  th
 data. 

6. Mutivariate Adaptive Regression Splines (MARS) 

As previously stated, MARS refers to a modeling algorithm which combines a 

nonparametric variable transformation and a recursive partitioning scheme. Such 

algorithm generates a spline basis function comprising truncated-power splines and 

selects knot using stepwise regression model. MARS was first introduced by 

Friedman [4] as a new method constructing prediction models in an accurate way for 

continuous and binary dependent variables. Several components to consider in 

constructing MARS model involve: 

a. Basis Function (BF). Basis function is a set of functions used to explain a 

relationship between dependent variables and independent variables. Its 

maximum value used is twice-four times as many as the independent 

variables. 

b. Knot. Knot is an independent variable value which marks the end of a basis 

function and the beginning of another. Minimum number of observations 

between knots (MO) is 0, 1, 2, and 3. 

c. Interaction. Interaction is, by definition, the cross product of two interrelated 

independent variables. Friedman [3] specified a maximum allowable degree 

of interaction (MI) (1, 2, or 3). 

MARS model applied is: 

 ̂     ∑   
 
     ( );                 (6.1) 
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, where  ̂ is the predicted survival period,    depicts the regression constant of basis 

function, ,    is the coefficient of the  th
 basis function a,   is the maximum basis 

function, the basis function   ( )  ∏ [   (  (   )     )]  
   ,    represents the 

degree of interaction,     is the indicator which takes on a value of +1 or -1 and 

indicates the right or left sense of the associated function,   (   ) is independent 

variable, and     is the knot value of independent variable   (   ). 

7. Results and Discussion 

7.1 Distribution Estimation. Distribution estimation is conducted on survival period 

of DHF patients using Anderson-Darling. The results of such test applied in various 

distributions indicate that the three-parameter log-logistic distribution (LLD3) is the 

appropriate distribution for survival period since the distribution has p-value of  

      and the smallest value of the Anderson-Darling test. The LLD3 has 

distribution function: 

 ( )  
(
 

 
)(

   

 
)
   

[  (
   

 
)
 
]

                       (7.1) 

and its cumulative distribution function is: 

  ( )  
(   ) 

   (   ) 
 .        (7.2) 

Survival function is obtained from equation (7.1): 

 ( )     ( )  
  

   (   ) 
 .    (7.3) 

The cumulative hazard function can be obtained from equation (7.3): 

 ( )     ( ( ))     (
  

   (   ) 
 ).   (7.5) 

7.2 Application. DHF is one of diseases mostly found in either tropical or subtropical 

areas in the world, particularly during humid wet season. The Aedes aegypti-borne 

disease can lead to an outbreak and deaths. The mortality rate for DHF in Central 

Java has increased year after year. A number of 35 regencies/ cities in the province 
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have been ever included as dengue transmission areas, one of which is Semarang city 

(Department of Health [9]). 

 In reference to data of Semarang Department of Health, there were 1,844 

cases notified with 21 deaths during the period of January-August 2013. The high 

mortality rate is influenced by patient’s survival. Individual patient’s survival is 

detected from the survival period which is influenced by several variables. The 

pattern of a relationship between the survival period and the influencing can be 

estimated using both parametric regression and nonparametric regression.  

7.3 Survival Function and Cumulative Hazard Function. Survival function and 

cumulative hazard function are used to find out the relationship between the survival 

period, and the probability of survival and the death risk. Table 1 denotes the results 

of the estimation of the survival function and the cumulative hazard function, in 

which  ̂          ̂         and   ̂         

Table 1 The Estimation of the Survival Function and the Cumulative 

Hazard Function 

Survival period  

(day) 
 ( )  ( )  Survival Period (day)  ( )  ( ) 

1                10               

2                11               

3                13               

4                14               

5                15               

6                18               

7                   

 

It is clear from the above table that the longer a DHF sufferer is hospitalized, the 

lower the probability of survival and the bigger death risk will be. 

7.4 Martingale Residual. Martingale Residual is utilized as a dependent variable to 

obtain residual approaching zero in MARS model. Based on equation (5.1), 

martingale residual   ( ) is obtained, as shown by Table 2. 

Table 2 Martingale residual 
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Survival Period 

(day) 
  ( )  Survival Period 

(day) 
  ( ) 

1          10           
2          11         
3          13           
4          14          
5 -         15          
6           18          
7             

7.5 Identification of the Pattern of the Relationship. Prior to the modeling, the 

pattern of the relationship between martingale residual and independent variables 

should be identified. The pattern in scatter plots can be seen in the following Figure 

1. 

  
(a)    

 
(b)    

 
 (c)    

Figure 1 martingale residual scatter plots with independent variables 

Figure 1 signifies that the pattern of the relationship between dependent variable and 

independent variables seems to be random and tends to be nonpatterned. In addition, 

limited information on form of functions of both dependent variable and independent 

variables gives a consideration to use a nonparametric regression termed MARS. 
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7.6 Modeling Survival Period of DHF Sufferers Using MARS. The best model on 

MARS is that with the smallest value of generalized cross-validation (GCV). Based 

on the combination of      ,     , and     , the smallest value of GCV is 

obtained—that is        with    of        . MARS is built with several input 

criteria: minspan = 2, trace = 1 that is overview,        , and degree = 3. 

Therefore, the obtained MARS model is 

 ̂                     (                 )           (    )            

                                                  

                                                       

                                            

          (    )                (    )       

                                          

, where 

        *         +,          *       +  

        *         +,          *         +   
        *          +,          *       +   
        *         +            *       +  
       *       +           *         +   
        *       +            *         +   
        *        +          (                            )  
 

In reference to the independent variables in the model, it is found out that the 

variables influencing survival period include age (  ), sex (  ), trombocyte (  ), 

hemoglobin (  ), hematocrit levels (  ), and immunologic response (  ). Table 3 

demonstrates scores of the significant variables. 

Table 3 Scores of the Significant Variables in the Model 

Independent Variable Score 
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8. Conclusion 

It is concluded based on research results and discussion that the influencing 

variables in MARS model can explain diversity of dependent variable (survival 

period of DHF sufferers in Semarang city), as indicated by value of 66.45%. There 

are six influencing variables, involving: age (  ), sex (  ), trombocyte (  ), 

hemoglobin (  ), hematocrit levels (  ), and immunologic response (  ). 
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