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 This paper aims to determine the reasons why students take a long time in 

compiling their thesis. The slowness of students in compiling will have an 

impact on their graduation. This is a serious problem faced by educational 

institutions. Out of 328 students at PTIK FKIP UNS who took thesis credits, 

only 85 were able to graduate on time. Therefore, this study was conducted 

to identify the causes. The research data was taken from the alumnus class of 

2012 to 2017. The data was processed using RapidMiner software. The 

technique used was the decision tree classification technique with the C4.5 

algorithm, and to optimize the accuracy of the model, the Particle Swarm 

Optimization (PSO) algorithm was also added. This study got an accuracy 

rate of 76% and an AUC score of 0.733. 
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1. INTRODUCTION 

There are many aspects that can be used as a benchmark for the success of an education system in 

carrying out learning activities, one of which is student academic achievement [1]. One of the criteria for a 

good student's academic achievement is that the student can graduate on time, and the most important thing 

to determine whether a student can graduate on time is the length of time the student spends completing their 

thesis. The student's study period classified as normal/on time is 8 semesters (4 years) and not on time if 

taken within a period of 9 semesters (4.5 years) to 14 semesters (7 years), with the condition that students 

must submit a minimum of 144 credits [2]. 

In the year 2020, out of the 328 students from the 2012–2017 class who have taken thesis credits, only 

85 people can complete the thesis on time, or 26.5% of the total students. Therefore, every new academic 

year, the number of students increases but is not matched by the number of students who graduate, resulting 

in an accumulation of students. The length of time it takes students to complete their thesis is one of the 

determining factors in whether or not they will graduate on time. Therefore, a study is needed to find out 

what factors can affect the duration of thesis work. 

Haryati et al [3] conducted research to predict student study length with the C4.5 algorithm with 

parameters NPM, Student Name, Study Program, Semester, Gender, Educational Level, Number of Credits, 

and GPA. Their research has an accuracy rate of 95%. Putri [4] in her research implemented the C4.5 

algorithm to predict the learning achievement of SMK students with attributes of national exam scores, 

majors, reasons for admission, motivation to enter, parents' income, gender, year of birth, family support, 

learning intensity, intensity of playing games, participation in community activities, intensity of participation 

in community activities, availability of learning support tools at home, distance between home and school, 

and status of residence. Her research obtained an accuracy of 82%. Sabna & Muhardi [5] also conducted 
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research to predict student achievement in the academic field using the variables of GPA, lecturers, discipline, 

motivation, learning outcomes, economics, social, and report cards, which obtained an AUC accuracy of 65%.  

From some of the data that has been mentioned, it was decided that this study would use the Decision 

Tree classification technique using the C4.5 algorithm to predict the completion time of the thesis work for 

PTIK FKIP UNS students. 

 

2. RESEARCH METHOD 

2.1. Data Mining 

Data mining is the activity of analyzing large amounts of data to find useful patterns and rules [6]. The 

stages in data mining start with data selection, then processing/cleaning data to improve data quality, and 

then data transformation so that the data can be used in the data mining process. The next step is data mining, 

which is finding patterns from data using certain methods or techniques. The last interpretation/evaluation, 

which displays the patterns generated from data mining in a form that is easier to understand by the user, also 

includes checking whether the patterns found contradict the facts or previous hypotheses [7]. 

 

 

Figure 1. Stages in data mining 

2.2. C4.5 Algorithm 

The C4.5 algorithm is the algorithm used to form a decision tree [8]. The process in the decision tree is 

to change the shape of the data (table) into a tree model, convert the tree model into rules, and simplify the 

rules. 

The stages in the formation of a decision tree in the C4.5 algorithm according to Kusrini & Luthfi [9]: 

a. The selection of the attribute as the root or root is based on the highest gain value of all the attributes 

used. The entropy value (S) must be determined first in the following equation: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ − 𝑝𝑖 ∗ 𝑙𝑜𝑔2 

𝑛

𝑖=1

𝑝𝑖 

Where: 

S : Number of cases 

A : Atribute 

n : Number of Partitions S 

pi  : Proportion of Si to S 

To get the gain value, calculate the data using the following equation: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|

𝑛

𝑖=1

∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖) 

Where: 

S : Number of cases 

A : Atribute 

n : Number of Partitions atribute A 

|Si| : Number of cases on partition i 

|S| : number of cases in S 
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Where: 

TP : True Positive 

TN : True Negative 

FP : False Positive 

FN : False Negative 

b. Creating a branch for each value. 

c. Attribute sharing in a branch. 

d. The process repeats until all attributes in the branch have the same class or category. 

 

2.3. Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO) It is an optimization algorithm introduced by Kennedy and Eberhart 

in 1995 [10]. In PSO, the population is called the swarm and the individual is called the particle. Each 

particle moves at a different speed and remembers the best position ever reached. Each particle is also 

associated with the speed of flying through the search space at a speed that dynamically adjusts to their 

memories. Therefore, the particles tend to fly towards a better search area during the search process [11]. The 

formula for calculating the displacement of the particle's position and velocity is: 

 

𝑉𝑖(𝑡) =  𝑉𝑖 (𝑡 − 1) +  𝑐1𝑟1[𝑋𝑝𝑏𝑒𝑠𝑡 𝑖 –  𝑋𝑖 (𝑡)] +  𝑐2𝑟2[𝑋𝐺𝑏𝑒𝑠𝑡 –  𝑋𝑖 𝑋 (𝑡)] 

𝑋𝑖(𝑡)  =  𝑋𝑖 (𝑡 − 1)  +  𝑉𝑖 (𝑡) 

 

Where: 

Vi(t)  : Velocity of particle i during iteration t 

Xi(t)  : Position of particle i during iteration t 

c1 and c2 : Learning rate for individual ability (cognitive) and social influence 

r1 and r2 : A random number that is uniformly distributed in the interval 0 and 1 

Xpbest i  : The best position of the particle i 

XGbest  : Global best position 

2.4. Data Analysis Technique 

2.4.1. Confusion Metrix 

  
Figure 2. Confusion Metrix Table 

2.4.2. Accuracy Test 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 +  𝑇𝑁) / (𝑇𝑃 +  𝐹𝑃 +  𝐹𝑁 +  𝑇𝑁) 

2.4.3. AUC Score 

AUC values range from 0 to 1. Higher AUC values mean better model results if applied. By default, a 

model with an AUC value below 0.7 is a bad model, and if it is 0.7 and above, then the model is still 

acceptable or even good. We can refer to Hosmer et al [12] for scoring the model using the AUC value. 

Table 1. AUC Scoring 

Score Status 

0.5 - 0.6 Fail Model 
0.6 – 0.7 Poor Model 
0.7 - 0.8 Acceptable/Fair Model 
0.8 - 0.9 Good Model 
0.9 - 1.0 Excellent Model 
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3. RESULT AND ANALYSIS 

 Respondent data comes from PTIK student classes of 2012, 2013, 2014, 2015, 2016, and 2017. 

Respondents are students who have completed the thesis or have at least carried out the thesis examination. 

From 56 respondents, data will be grouped into students who complete the final project on time and those 

who are late. After going through the process of data cleaning and transformation, 50 datasets were 

generated. The data will then be processed using RapidMiner's Decision Tree algorithm and PSO, with 10 

Folds Cross Validation technique. 

 

3.1.  RESULT 

From the RapidMiner process, the following results are obtained: 

Tabel 2. Accuracy, Precision, Recall, and AUC Score Results 

Accuracy AUC 

52% 0.438 

From Table 2 above obtained an accuracy of 52% and AUC score of 0.438. The level of accuracy is 

classified as poor and not feasible to use, therefore the researcher added the Particle Swarm Optimization 

(PSO) algorithm to determine the weight of each attribute. Table 3. below is the weight of each attribute 

obtained using the PSO algorithm. 

Table 3. Weight of Each Attribute 

Atribute Weight 

Scholarship 0 

Single Tuition Category 0 

Majoring Focus 0 

Research Types  1.0 

Research Member 0 

Consultation frequency 0 

Online/Offline Consultation 0.931 

Lecturer Response Time 0 

Lecturer Correction Time 1 

Lecturer's Explanation 0 

Differences of Opinion Between Lecturers I & II 0 

Revision Begins 1 

Discussion Friends 0.189 

Boyfriend/Girlfriend 0 

The frequency of friends' invites to do other things 0.333 

Refusing a Friend's Invitation 0 

Financial Problem 1 

Family Problems 0.169 

Family Communication 0.051 

Family Talk 0 

The Distance From Home to Campus 1 

Campus Facilities 0.051 

Place to Work 1 

The Frequency of Visiting the Library 0 

Device Condition 0 

Working Frequency 0 

Organitation Frequency 0 

Hoby Frequency 1 

The Frequency of Reading non-academic Things 1 

Gaming Frequency 1 

Social Media Frequency 0 

Refreshing Frequency 0.308 

Health 0.666 

Praying frequency 1 
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From Table 3, it is known that there are 16 attributes with a weight of 0, which means those attributes 

will be removed, and the remaining 18 attributes will be reprocessed. The results of processing the selected 

attributes can be seen in Table 4 below. 

Table 4. Accuracy, Precision, Recall, and AUC Score Second Result 

Accuracy AUC 

76% 0.733 

From the first result with decision tree and the second result with decision tree + PSO optimization, 

there is an increase in the value, which can be seen in Table 5 below. 

Table 5. Result Comparison 

 Accuracy AUC 

Decision tree 52% 0.438 

Decission Tree + PSO 76% 0.733 

From Table 5, it is known that there was an increase in accuracy of 24% from the initial 52% to 76%, 

and for the AUC value there was an increase of 0.295 from the initial 0.438 to 0.733. With that value, it can 

be concluded that the results of the classification model from this research are acceptable and can be applied 

to other data. 

3.2.  ANALYSIS 

Below is the decision tree for the second result in the form of a tree (Figure 3). 

 

Figure 3. Decission Tree (Tree) 

According on the decision tree shown in figure 3 above, family problems are the first factor to consider. 

If student have family problems, then pay attention to the research type. If it is qualitative or quantitative, it 

can be ascertained that it will be late in completing their thesis, but if it is R&D and mixed methods, it will be 

on time. In other cases, if students do not have family problems, what needs to be considered is the refreshing 

frequency. If it is frequent or frequent enough, it will be on time. However, if it is infrequent, check to see if 

the consultation is online or offline. If the online consultation is more frequent, it is certain to be late, but if 

the consultation is offline or face-to-face, then see when the student starts working on his revision. If it is 

immediately revised on the same day after receiving feedback from the lecturer, then it is ensured to be on 

time. However, if the revision begins 1-3 days after receiving feedback, consider the research type. If it is 

quantitative, then it will be on time, but if it is R&D, it will be late. Furthermore, if the revision starts more 

than 3 days after the feedback is received, it is necessary to look at the frequency with which friends are 

invited to do other things. If often enough, it will be on time, but if rarely enough, it will be late. 
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Based on the analysis, we obtained the rules as shown in Table 6 below: 

Tabel 6. Rules 

Rules  Class 

Family Problems = Yes →  Research Type = Qualitative  Late 

Family Problems = Yes →  Research Type = Quantitative  Late 

Family Problems = Yes →  Research Type = Mixed Methods  On Time 

Family Problems = Yes →  Research Type = R&D  On Time 

Family Problems = No →  Refreshing Frequency = Often  On Time 

Family Problems = No →  Refreshing Frequency = Often Enough  On Time 

Family Problems = No →  Refreshing Frequency = Rerely →  Online/Offline 

Consultation = Online 

 
Late 

Family Problems = No →  Refreshing Frequency = Rerely →  Online/Offline 

Consultation = Offline →  Revision Begins = Fast 

 
On Time 

Family Problems = No →  Refreshing Frequency = Rerely →  Online/Offline 

Consultation = Offline →  Revision Begins = Fast Enough →  Research Type = 

Quantitative 

 

On Time 

Family Problems = No →  Refreshing Frequency = Rerely →  Online/Offline 

Consultation = Offline →  Revision Begins = Fast Enough →  Research Type = 

R&D 

 

Late 

Family Problems = No →  Refreshing Frequency = Rerely →  Online/Offline 

Consultation = Offline →  Revision Begins = Late →  The frequency of friends' 

invites to do other things = Often Enough 

 

On Time 

Family Problems = No →  Refreshing Frequency = Rerely →  Online/Offline 

Consultation = Offline →  Revision Begins = Late →  The frequency of friends' 

invites to do other things = Rerely 

 

Late 

 

4. CONCLUSION 

According to the rules, it is known that the factors that can affect the length of time students spend on 

completing the thesis are family problems, type of research, intensity of refreshing, online guidance, starting 

to improve revisions, and the intensity of friends asking to do other things. This study obtained an accuracy 

of 76%, and for the AUC value, a score of 0.733 was obtained, which was in the acceptable category. By 

knowing the factors that cause students to be fast or slow in completing thesis preparation, study programs 

and lecturers can take this research into consideration in preparing regulations to optimize the length of 

completion of the thesis, and for students, hopefully they can use this research as material for reflection in 

order to complete the thesis on time.  
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