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Abstrak: Tujuan dari penelitian ini adalah untuk membuktikan pendekatan distribusi normal melalui 

distribusi binomial negatif secara teoritis dan secara simulasi menggunakan software minitab. 

Penelitian ini menggunakan metode studi literatur dengan mengumpulkan berbagai data terkait 

literatur distribusi normal dan distribusi binomial negatif. Secara teoritis, pembuktian pendekatan 

distribusi normal melalui distribusi binomial negatif menggunakan pendekatan metode pembangkit 

momen, dimana distribusi binomial negatif akan mendekati distribusi normal ketika 𝑛 menuju tak 

hingga. Sedangkan secara simulasi menggunakan software minitab dapat dilihat pada poligon 

distribusi binomial negatif dengan 𝑛 semakin besar mendekati tak hingga maka akan semakin 

mendekati kurva normal. 
Kata kunci : Distribusi normal, distribusi binomial negatif, metode pembangkit momen 

 
Abstract: The purpose of this study is to prove that the normal distribution approach through 

binomial distributions is theoretically negative and simulatively uses minitab software. This study 

used a method of literature study by collecting various data related to the literature of normal 

distribution and negative binomial distribution. Theoretically proving the normal distribution 

approach via a negative binomial distribution using the approach of the moment generating method, 

where the negative binomial distribution approaches the normal distribution as it goes to infinity. 

Simulations using the minitab software can be seen in negative binomial distribution polygons with 

the larger approaching infinity and the closer the normal curve. 

Keywords: Normal distribution, negative binomial distribution, moment generating method 

 

 

INTRODUCTION  

Mathematics is a science in everyday life that is considered difficult and definite. One 

very important branch of mathematics that needs to be mastered optimally is the science of 

statistics. In fact, there are so many problems in life that need solutions with proper analysis 

that cannot be separated from the use of statistics such as in the world of lectures that are used 

to calculate research on a particular distribution, calculation on scripting research. calculations 

at math seminars, etc. There are many statistical uses that can be realized in real life. 

https://doi.org/10.20961/jmme.v14i1.86761
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Statistics is the branch of mathematics that deals with the collection, analysis, 

interpretation, presentation, and organization of data. According to Budiyono (2009), statistics 

is knowledge related to how data is prepared, data presentation, and conclusions are drawn about 

a whole called population based on the data that exists in a part of the whole, part of the whole 

(population) called a sample. According to Supranto (2008), statistics is a science that studies 

how to collect, process grouping, presentation, and analysis data and conclusions by taking into 

account uncertainty elements. 

Statistics have important materials for calculating an experiment that is the basis of 

probability theory that has the most important material object, the probability distribution or 

probability distribution. In the opportunity distribution, there is a discrete opportunity 

distribution and a continuous opportunity distribution. There are several kinds of distributions 

on discrete opportunity distributions such as the poisson distribution, binomial distribution, 

negative binomial distribution, and others. Then, for some of the distributions that exist in 

continuous distributions include normal distributions, exponential distributions, and others. 

In its application the frequently used distribution is the binomial distribution and the normal 

distribution. However, it is rare to use a negative binomial distribution, so one of the discrete opportunity 

distributions to be used in this study is a negative binomial distribution while the type of continuous 

opportunity distribution to be used is a normal distribution. 

The binomial distribution is a theoretical probability distribution with discrete random variables 

of mutually independent numbers of successful 𝑛 experiments, with each experimental result generating 

opportunities. In statistics, the binomial distribution becomes the basis of the binomial test in statistical 

significance testing. This distribution is often used to model the number of successes 𝑥 times in 

𝑛 experiments. A random variable 𝑋 with a binomial distribution denoted by 𝐵(𝑥, 𝑛, 𝜃) is defined by: 

𝐵(𝑥, 𝑛, 𝜃) = 𝑓(𝑥) = {
(

𝑛

𝑥
) 𝜃𝑥(1 − 𝜃)𝑛 − 𝑥 , 𝑥 = 1,2,3, … 𝑛

0                             , 𝑥 𝑜𝑡ℎ𝑒𝑟 
 

𝑛 and 𝜃 are parameters, 

Description: 

𝑥 = number of successful events, 

𝑛 = number of trials, 
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𝜃 = chance of success in a single experiment. 

The probability of the expected outcome of an experiment as much as 𝑋 out of 𝑛 experiments is 

𝑃(𝑋 = 𝑥) = (
𝑛

𝑥
) 𝜃𝑥(1 − 𝜃)𝑛−𝑥 

Theorem 1.1  

The random variable 𝑋 is binomially distributed with parameters 𝑛 and 𝜃, hence: 

1. Moment Generator Function 

𝑀𝑥(𝑡) = (𝜃𝑒𝑡 + (1 − 𝜃))𝑛    

2. Average 

𝜇 = 𝑛𝜃  

3. Variance 

𝜎2 = 𝑛𝜃(1 − 𝜃)  

As the population of 𝑁 increases, normal distributions and binomial distributions are often used, so 

it is rare to use negative binomial distributions. A negative binomial distribution is a distribution of 

opportunities related to the number of experiments that are repeated several times freely to achieve the 

−𝑛 th success. This illustrates the number of bernoulli experiments used to obtain positive results with 

the characteristic parameters of the negative binomial distribution of 𝑛 and 𝑝 with 𝑛 as the number of 

success results desired in an experiment while 𝑝 as the chance of success for each experiment to be 

performed. If population 𝑁 gets larger often using normal distributions and rarely anyone uses negative 

binomial distributions, it is rarely found in books that demonstrate this. 

If a randomizer 𝑋 specifies the number of trials needed until a successful 𝑟 occurs, then the 

probability distribution of the randomizer 𝑋 with a probability function follows. A discrete random 

variable 𝑋 on a Negative Binomial distribution denoted by 𝐵𝑁~(𝑥, 𝑟, 𝑝) can be defined by: 

𝑃(𝑋 = 𝑥) = 𝑓(𝑥, 𝑟, 𝑝) = {
(

𝑥 − 1
𝑟 − 1

) 𝑝𝑟(1 − 𝑝)𝑥−𝑟, 𝑥 = 𝑟, 𝑟 + 1, 𝑟 + 2, . .

0                                ,           𝑥 𝑜𝑡ℎ𝑒𝑟               
 

The probability distribution of a random modifier 𝑋 can be denoted using the 𝑌 = 𝑋 − 𝑟 

transform with a probability function as follows. A discrete 𝑌 random variable on a Negative Binomial 

distribution denoted by 𝐵𝑁~(𝑦, 𝑟, 𝑝) can be defined by: 

𝑃(𝑌 = 𝑦) = 𝑓(𝑦, 𝑟, 𝑝) = {
(

𝑦 + 𝑟 − 1
𝑟 − 1

) 𝑝𝑟(1 − 𝑝)𝑦, 𝑦 = 0,1,2, …

0                                        , 𝑦 𝑜𝑡ℎ𝑒𝑟      
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𝑟 and 𝑝 are parameters, 

Description: 

𝑝  = chance of success, 

𝑟   = number of successful to -𝑟,  

𝑥, 𝑦   = number of attempts until successful. 

The 𝑌 = 𝑋 − 𝑟 transformation is obtained from 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴). 𝑃(𝐵) 

With this information: 

𝐴 = {𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡 (𝑥 − 1) 𝑎𝑡 (𝑟 − 1) 𝑠𝑢𝑐𝑐𝑒𝑠 } 

𝐵 = {𝑠𝑢𝑐𝑐𝑒𝑠 𝑜𝑛 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡 𝑥 } 

𝑃(𝐴) = (
𝑥 − 1
𝑟 − 1

) 𝑝𝑟−1 and 𝑃(𝐵) = (1 − 𝑝)(𝑥−1)−(𝑟−1)  

Then, 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴). 𝑃(𝐵) 

= (
𝑥 − 1
𝑟 − 1

) 𝑝𝑟−1 (1 − 𝑝)(𝑥−1)−(𝑟−1)  

= (
𝑥 − 1
𝑟 − 1

) 𝑝𝑟−1(1 − 𝑝)(𝑥−𝑟). 𝑝  

= (
𝑥 − 1
𝑟 − 1

) 𝑝𝑟(1 − 𝑝)(𝑥−𝑟)  

𝑃(𝑋 = 𝑥) = (
𝑥 − 1
𝑟 − 1

) 𝑝𝑟(1 − 𝑝)(𝑥−𝑟)  

The probability distribution of a random modifier 𝑋 can be denoted into another form by using 

the 𝑌 = 𝑋 − 𝑟 transform so that 𝑋 = 𝑌 + 𝑟 with 𝑌 expresses the number of failures before a successful 

𝑟 occurs. The probability distribution of a 𝑌-randomizer is as follows: 

𝑃(𝑋 = 𝑥) = (
𝑥 − 1
𝑟 − 1

) 𝑝𝑟(1 − 𝑝)(𝑥−𝑟) 

𝐴 𝑅𝑎𝑛𝑑𝑜𝑚 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑌 = 𝑋 − 𝑟  

𝑃(𝑌 = 𝑦)   = 𝑃(𝑋 − 𝑟 = 𝑦)  
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= 𝑃(𝑋 = 𝑦 + 𝑟)  

= (
𝑦 + 𝑟 − 1

𝑟 − 1
) 𝑝𝑟(1 − 𝑝)𝑦  

With 𝑦 = 0,1,2,3, . . 𝑎𝑛𝑑 0 ≤ 𝑝 ≤ 1 

Description:  

𝑦 = number of failures 𝑟 successful 

𝑋 = 𝑦 + 𝑟 

Thus obtained for the chance that the expected result of an experimental negative binomial 

distribution is 

𝑃(𝑋 = 𝑥) = (
𝑥 − 1
𝑟 − 1

) 𝑝𝑟(1 − 𝑝)(𝑥−𝑟) 

or 

𝑃(𝑌 = 𝑦) = (
𝑦 + 𝑟 − 1

𝑟 − 1
) 𝑝𝑟(1 − 𝑝)𝑦 

Theorem 1.2 

The random variable 𝑋 is a negative binomial distribution with parameters 𝑟 and 𝑝, hence: 

1. Moment Generator Function 

𝑀𝑥(𝑡) = (
𝑝𝑒𝑡

1−(1−𝑝)𝑒𝑡)
𝑟

  

2. Average 

𝜇 =
𝑟

𝑝
  

3. Variance 

𝜎2 =
𝑟(1−𝑝)

𝑝2   

The normal distribution is the most important distribution in the field of statistics. A normal 

distribution is a basic distribution often used to denote the distribution of a variable. The normal 

distribution has a symmetrical bell-shaped graph formed with infinite 𝑛 and the equation was first 

discovered in 1733 by Abraham DeMoivre.  Normal distributions play an important role as a reference 

in drawing conclusions based on the results of the sample. In addition, the normal distribution also plays 
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a role in determining the average sampling distribution that will be close to normal or in other words all 

natural events will form a normal distribution.  

A random variable 𝑋 can be said to be normally distributed with parameters 𝜇 and 𝜎2 denoted 

by 𝑋~𝑁(𝜇, 𝜎2) if the density function is: 

𝑋~𝑁(𝜇, 𝜎2) = 𝑓(𝑥) = {

1

𝜎√2𝜋
𝑒

−
1

2𝜎2(𝑥−𝜇)2

, −∞ < 𝑥 < ∞

0                               ,   𝑥 𝑜𝑡ℎ𝑒𝑟        

 

 Description: 

 𝜇 = average of population 

 𝜎2 = variance of population  

 𝜎2 = standard deviation of the population 

 𝑒 ≈ 2.718 a constant 

 𝜋 ≈ 3.141 a constant 

 𝑥 = value of continuous random variables that satisfy −∞ < 𝑥 < ∞ 

If the normal distributed random 𝑋 variables are standardized with 𝜇 = 0 and 𝜎2 = 1, then they 

can be denoted by 𝑋~𝑁(0,1) which is usually also called the 𝑍 distribution. The standard normal 

distribution density function forms as follows. 

𝑋~𝑁(0,1) = 𝑓(𝑥) = {

1

√2𝜋
𝑒−

1
2

(𝑥)2

, −∞ < 𝑥 < ∞

0                 , 𝑥 𝑜𝑡ℎ𝑒𝑟        

 

Theorem 1.3 

The area bounded by the normal curve and the 𝑋-axis is 1 unit. This theorem can be denoted in 

the form of an unnatural integral, as follows 

∫ 𝑓(𝑥)𝑑𝑥

∞

−∞

= 1 
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Theorem 1.4 

If the continuous random variable 𝑋 has a normal distribution of 𝑁(𝜇, 𝜎2), then: 

1. Moment Generator Function 

𝑀𝑥(𝑡) = 𝑒𝜇𝑡+
1

2
𝜎2𝑡2

  

2. Average 

𝜇 = 𝜇  

3. Variance 

𝜎2 = 𝜎2  

In practice statistics is not only to prove a theorem of distributions on statistics and work on 

problems of a theorem or statistical data but also requires implementation in processing data from a 

distribution with the help of Minitab's software. which is software used to help process statistical data. 

This study aims to prove the normal distribution approach through a theoretically negative binomial 

distribution and simulatively using minibab software. In addition, this study used a method of literature 

study by collecting various data related to the literature of the normal distribution and the negative 

binomial distribution.  From the above background description, the author takes the title, "Normal 

Distribution Approximation Through Negative Binomial Distribution”.  

RESEARCH METHOD  

This study is a study using a literature study method in which researchers use various 

research data collection, reading, and processing data in steps according to the procedure used. 

The literature used in this study is related to approximating the normal distribution through a 

negative binomial distribution. Later, researchers studied distribution materials that began with 

definitions and theorems of collected literature on normal distributions and negative binomial 

distributions. Then, it proceeds by proving the normal distribution approach through a negative 

binomial distribution theoretically and simulatively by using minitab software and terminated 

by drawing conclusions related to research obtained on the normal distribution approach 

through a negative binomial distribution. 
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RESULTS AND DISCUSSION  

Proof of Normal Distribution Approach by Theoretically Negative Binomial Distribution  

A random variable 𝑋 with a negative binomial distribution is known 

𝑃(𝑋 = 𝑥) = (
𝑥 − 1
𝑟 − 1

) 𝑝𝑟(1 − 𝑝)𝑥−𝑟,   𝑥 = 𝑟, 𝑟 + 1, 𝑟 + 2, …. 

or 

𝑃(𝑌 = 𝑦) = (
𝑦 + 𝑟 − 1

𝑟 − 1
) 𝑝𝑟(1 − 𝑝)𝑦, 𝑦 = 0,1,2, …. 

Thus, according to the above theorem, a negative binomial function has a moment-

generating function 𝑀𝑥(𝑡) = 𝐸[𝑒𝑡𝑥] = (
𝑝𝑒𝑡

(1−(1−𝑝)𝑒𝑡)
)

𝑟

. To approach the normal distribution, it 

is necessary to transform the random variable 𝑋 into the standard normal distributed 

random variable 𝑍 with 𝑍 =
𝑋−𝜇

𝜎
. It is known that the binomial distribution has an average 

of 𝜇 =
𝑟

𝑝
 and variance  𝜎2 =

𝑛(1−𝑝)

𝑝2
→ 𝜎 =

√𝑟(1−𝑝)

𝑝
, then 𝑍 =

𝑥 − 
𝑟

𝑝

√𝑟(1−𝑝)

𝑝

 =
𝑥𝑝−𝑟

√𝑟(1−𝑝)
 is the default 

normal distributed random variable.  

Proof of approximating the normal distribution through a negative binomial distribution 

can be done using the method of the moment generating function by giving the limit to 

infinity and the random variable 𝑍 to the moment generating function of the negative 

binomial distribution. The moment generating function of a negative binomial distribution 

with a random variable 𝑍 can be seen as follows, 

lim
𝑟→∞

𝑀𝑧(𝑡) = lim
𝑟→∞

[𝑒𝑡𝑧]  

= lim
𝑟→∞

𝐸 [𝑒
𝑡(

𝑥𝑝−𝑟)

√𝑟(1−𝑝)
)
]  

= lim
𝑟→∞

𝐸 [𝑒
𝑡(

𝑥𝑝

√𝑟(1−𝑝)
)−𝑡(

𝑟

√𝑟(1−𝑝)
)
]   

= lim
𝑟→∞

𝐸 [𝑒
𝑡(

𝑥𝑝

√𝑟(1−𝑝)
)
𝑒

−𝑡(
𝑟

√𝑟(1−𝑝)
)
]    

By noticing that  𝑒
−𝑡(

𝑟

√𝑟(1−𝑝)
)
 is a function of constant value. Based on a theorem on 

mathematical expectations that says that 𝐸[𝑐𝑋] = 𝑐𝐸[𝑋], then it’s earned  



60 
 

p-ISSN 2089-8878; e-ISSN 2715-8276 

 

 

   Vol. 14, No. 01, June 2024 

lim
𝑟→∞

𝐸 [𝑒
𝑡(

𝑥𝑝

√𝑟(1−𝑝)
)
𝑒

−𝑡(
𝑟

√𝑟(1−𝑝)
)
]    =  lim

𝑟→∞
𝑒

−𝑡(
𝑟

√𝑟(1−𝑝)
)
𝐸 [𝑒

𝑡(
𝑥𝑝

√𝑟(1−𝑝)
)
].  

Watch for 𝐸 [𝑒
𝑡(

𝑥𝑝

√𝑟(1−𝑝)
)
] is a negative binomial distribution moment generating function 

with a random variable 𝑋, hence 𝐸 [𝑒
𝑡(

𝑥𝑝

√𝑟(1−𝑝)
)
] =  𝐸 [𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)𝑥

] = (
𝑝𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

1−(1−𝑝)𝑒

𝑝𝑡

√𝑟(1−𝑝)

)

𝑟

  

𝐸 [𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)𝑥

] = (
1

𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

− (
(1−𝑝)𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

))

−𝑟

  

Continue with the use of lim
𝑟→∞

𝑒
−𝑡(

𝑟

√𝑟(1−𝑝)
)
𝐸 [𝑒

𝑡(
𝑥𝑝

√𝑟(1−𝑝)
)
] obtained, 

= lim
𝑟→∞

𝑒
−𝑡(

𝑟

√𝑟(1−𝑝)
)

 (
𝑝𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

1−(1−𝑝)𝑒

𝑝𝑡

√𝑟(1−𝑝)

)

𝑟

    

= lim
𝑟→∞

𝑒
−𝑡(

𝑟

√𝑟(1−𝑝)
)

(
1

𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

− (
(1−𝑝)𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

))

−𝑟

     

= lim
𝑟→∞

𝑒
−𝑡(

𝑟

√𝑟(1−𝑝)
)

(
1

𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

− (
(1−𝑝)

𝑝
))

−𝑟

   

= lim
𝑟→∞

𝑒
−𝑡(

𝑟

√𝑟(1−𝑝)
)

(
1− 𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

+𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

 )

−𝑟

   

= lim
𝑟→∞

𝑒
−𝑡(

𝑟

√𝑟(1−𝑝)
)

(𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

)

−𝑟 (
1− 𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

+𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

𝑝 
 )

−𝑟

   

= lim
𝑟→∞

𝑒
(

−𝑡𝑟

√𝑟(1−𝑝)
)

𝑒
(

−𝑟𝑝𝑡

√𝑟(1−𝑝)
)

(
1− 𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

+𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

𝑝 
 )

−𝑟
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= lim
𝑟→∞

𝑒
(

−𝑡𝑟−(−𝑟𝑝𝑡)

√𝑟(1−𝑝)
)

(
1− 𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

+𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

𝑝 
 )

−𝑟

   

= lim
𝑟→∞

𝑒
(

−𝑡𝑟(1−𝑝)

√𝑟(1−𝑝)
)

(
1− 𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

+𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

𝑝 
 )

−𝑟

   

= lim
𝑟→∞

 (𝑒
(

𝑡(1−𝑝)

√𝑟(1−𝑝)
)
)

−𝑟

(
1− 𝑒

(
𝑝𝑡

√𝑟(1−𝑝)
)

+𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

𝑝 
 )

−𝑟

  

= lim
𝑟→∞

 (
𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)

− 𝑒
(

𝑡(1−𝑝)

√𝑟(1−𝑝)
)

𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

+𝑒
(

𝑡(1−𝑝)

√𝑟(1−𝑝)
)

𝑝𝑒
(

𝑝𝑡

√𝑟(1−𝑝)
)

𝑝 
 )

−𝑟

  

 = lim
𝑟→∞

(
𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)

− 𝑒
(

𝑡

√𝑟(1−𝑝)
)

+𝑝𝑒
(

𝑡

√𝑟(1−𝑝)
)

𝑝 
 ) −𝑟  

= lim
𝑟→∞

 (
𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)

− 𝑒
(

𝑡

√𝑟(1−𝑝)
)

(1−𝑝)

𝑝 
 )

−𝑟

  

= lim
𝑟→∞

 (
1

𝑝
 𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)

−
1−𝑝

𝑝
𝑒

(
𝑡

√𝑟(1−𝑝)
)
)

−𝑟

  

Thus, based on the taylor series theorem, then note for 𝑒
𝑡(

1−𝑝

√𝑟(1−𝑝)
)
 can be changed to 

𝑓(𝑡) = 𝑒
𝑡(

1−𝑝

√𝑟(1−𝑝)
)

→ 𝑓(0) = 𝑒0 = 1  

𝑓′(𝑡) = (
1−𝑝

√𝑟(1−𝑝)
) 𝑒

𝑡(
1−𝑝

√𝑟(1−𝑝)
)

→ 𝑓′(0) =
1−𝑝

√𝑟(1−𝑝)
  

𝑓′′(𝑡) = (
1−𝑝

√𝑟(1−𝑝)
)

2

𝑒
𝑡(

1−𝑝

√𝑟(1−𝑝)
)

→ 𝑓′′(0) = (
1−𝑝

√𝑟(1−𝑝)
)

2

  

𝑓′′′(𝑡) = (
1−𝑝

√𝑟(1−𝑝)
)

3

𝑒
𝑡(

1−𝑝

√𝑟(1−𝑝)
)

→ 𝑓′′′(0) = (
1−𝑝

√𝑟(1−𝑝)
)

3

  

…  
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𝑓(𝑛)(𝑡) = (
1−𝑝

√𝑟(1−𝑝)
)

𝑛

𝑒
𝑡(

1−𝑝

√𝑟(1−𝑝)
)

→ 𝑓(𝑛)(𝑡) = (
1−𝑝

√𝑟(1−𝑝)
)

𝑛

   

So that it gets,  

𝑓(𝑡) = 𝑓(0) + 𝑓′(0)(𝑡 − 𝑜) +
𝑓′′(0)

2!
(𝑡 − 0)2 +

𝑓′′′(0)

3!
(𝑡 − 0)3 + ⋯ +

𝑓(𝑛)(0)

𝑛!
(𝑡 − 0)2   

𝑒
𝑡(

1−𝑝

√𝑟(1−𝑝)
)

= 1 +
1−𝑝

√𝑟(1−𝑝)
(𝑡) +

(
1−𝑝

√𝑟(1−𝑝)
)

2

2!
(𝑡)2 +

(
1−𝑝

√𝑟(1−𝑝)
)

3

3!
(𝑡)3 + ⋯ +

(
1−𝑝

√𝑟(1−𝑝)
)

𝑛

𝑛!
(𝑡)𝑛  

                 = 1 +
(1−𝑝)𝑡

√𝑟(1−𝑝)
+

(1−𝑝)2𝑡2

2!𝑟(1−𝑝)
+

(1−𝑝)3𝑡3

3!(𝑟(1−𝑝))
3
2

+ ⋯ +
(

1−𝑝

√𝑟(1−𝑝)
)

𝑛

𝑛!(√𝑟(1−𝑝))
𝑛 (𝑡)𝑛  

Then attention is also to  𝑒
(

𝑡

√𝑟(1−𝑝)
)
 can be changed to  

𝑓(𝑡) = 𝑒
(

𝑡

√𝑟(1−𝑝)
)

→ 𝑓(0) = 𝑒0 = 1  

𝑓′(𝑡) = (
1

√𝑟(1−𝑝)
) 𝑒

(
𝑡

√𝑟(1−𝑝)
)

→ 𝑓′(0) =
1

√𝑟(1−𝑝)
  

𝑓′′(𝑡) = (
1

√𝑟(1−𝑝)
)

2

𝑒
(

𝑡

√𝑟(1−𝑝)
)

→ 𝑓′′(0) = (
1

√𝑟(1−𝑝)
)

2

  

𝑓′′′(𝑡) = (
1

√𝑟(1−𝑝)
)

3

𝑒
(

𝑡

√𝑟(1−𝑝)
)

→ 𝑓′′′(0) = (
1

√𝑟(1−𝑝)
)

3

  

…  

𝑓(𝑛)(𝑡) = (
1

√𝑟(1−𝑝)
)

𝑛

𝑒
𝑡(

𝑡

√𝑟(1−𝑝)
)

→ 𝑓(𝑛)(𝑡) = (
1

√𝑟(1−𝑝)
)

𝑛

   

 So that it gets,  

𝑓(𝑡) = 𝑓(0) + 𝑓′(0)(𝑡 − 𝑜) +
𝑓′′(0)

2!
(𝑡 − 0)2 +

𝑓′′′(0)

3!
(𝑡 − 0)3 + ⋯ +

𝑓(𝑛)(0)

𝑛!
(𝑡 − 0)𝑛     

𝑒
(

𝑡

√𝑟(1−𝑝)
)

= 1 +
1

√𝑟(1−𝑝)
(𝑡) +

(
1

√𝑟(1−𝑝)
)

2

2!
(𝑡)2 +

(
1

√𝑟(1−𝑝)
)

3

3!
(𝑡)3 + ⋯ +

(
1

√𝑟(1−𝑝)
)

𝑛

𝑛!
(𝑡)𝑛  

𝑒
(

𝑡

√𝑟(1−𝑝)
)

= 1 +
𝑡

√𝑟(1−𝑝)
+

𝑡2

2!𝑟(1−𝑝)
+

𝑡3

3!(𝑟(1−𝑝))
3
2

+ ⋯ +
(1)𝑛

𝑛!(𝑟(1−𝑝))
𝑛 (𝑡)𝑛  

So that’s for 
1

𝑝
 𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)
 obtained  
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1

𝑝
 𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)

=
1

𝑝
(1 +

(1−𝑝)𝑡

√𝑟(1−𝑝)
+

(1−𝑝)2𝑡2

2!𝑟(1−𝑝)
+

(1−𝑝)3𝑡3

3!(𝑟(1−𝑝))
3
2

+ ⋯ +
(

1−𝑝

√𝑟(1−𝑝)
)

𝑛

𝑛!
(𝑡)𝑛)  

So that’s for 
1−𝑝

𝑝
 𝑒

(
𝑡

√𝑟(1−𝑝)
)
 obtained 

1−𝑝

𝑝
𝑒

(
𝑡

√𝑟(1−𝑝)
)

=
1−𝑝

𝑝
(1 +

𝑡

√𝑟(1−𝑝)
+

𝑡2

2!𝑟(1−𝑝)
+

𝑡3

3!(𝑟(1−𝑝))
3
2

+ ⋯ +
(

1

√𝑟(1−𝑝)
)

𝑛

𝑛!
(𝑡)𝑛)  

So that’s for 
1

𝑝
 𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)

−
1−𝑝

𝑝
𝑒

(
𝑡

√𝑟(1−𝑝)
)
 obtained  

1

𝑝
 𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)

−
1−𝑝

𝑝
𝑒

(
𝑡

√𝑟(1−𝑝)
)

=
1

𝑝
(1 +

(1−𝑝)𝑡

√𝑟(1−𝑝)
+

(1−𝑝)2𝑡2

2!𝑟(1−𝑝)
+

(1−𝑝)3𝑡3

3!(𝑟(1−𝑝))
3
2

+ ⋯ +

(
1−𝑝

√𝑟(1−𝑝)
)

𝑛

𝑛!
(𝑡)𝑛) −

1−𝑝

𝑝
(1 +

𝑡

√𝑟(1−𝑝)
+

𝑡2

2!𝑟(1−𝑝)
+

𝑡3

3!(𝑟(1−𝑝))
3
2

+ ⋯ +
(

1

√𝑟(1−𝑝)
)

𝑛

𝑛!
(𝑡)𝑛)     

= (
1

𝑝
+

1−𝑝

𝑝
) −

𝑡2

2𝑟
(

1

𝑝
−

1−𝑝

𝑝
) +

𝑡3((1−𝑝)3−1) 

3!(𝑟(1−𝑝))
3
2

+ ⋯   

 Next acquired, 

 lim
𝑟→∞

 (
1

𝑝
 𝑒

(
𝑡(1−𝑝)

√𝑟(1−𝑝)
)

−
1−𝑝

𝑝
𝑒

(
𝑡

√𝑟(1−𝑝)
)
)

−𝑟

  

= lim
𝑟→∞

((
1

𝑝
+

1−𝑝

𝑝
) −

𝑡2

2𝑟
(

1

𝑝
−

1−𝑝

𝑝
) +

𝑡3((1−𝑝)3−1) 

3!(𝑟(1−𝑝))
3
2

+ ⋯ )

−𝑟

  

For example 𝜓(𝑟) =
𝑡3((1−𝑝)3−1) 

3!(𝑟(1−𝑝))
3
2

+ ⋯ and {𝜓(𝑛), 𝑛 ≥ 1} is a sequence of real numbers. 

So it’s earned, lim
𝑟→∞

(1 − (
𝑡2

2!(𝑟)
) + 𝜓(𝑟))

−𝑟

. 
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From the limit of the sequence of real numbers above, there is a lemma e.g. 

"{𝜓(𝑛), 𝑛 ≥ 1}" is a sequence of real numbers so that lim
𝑟→∞

𝜓(𝑟) = 0. Then lim
𝑟→∞

(1 + (
𝑎

𝑛
) +

𝜓(𝑟)

𝑟
)

𝑏𝑛

= 𝑒𝑎𝑏, with 𝑎 and 𝑏 not dependent on 𝑛.”. 

Based on the lemma above, it is obtained lim
𝑟→∞

(1 − (
𝑡2

2!(𝑟)
) + 𝜓(𝑟))

−𝑟

= 𝑒
−𝑡2

2!𝑟
(−𝑟)

= 𝑒
𝑡2

2  

It has 𝑒
𝑡2

2 , where 𝑒
𝑡2

2  is the moment generating function of the standard normal 

distribution 𝑁(0,1). Thus it is proven that the negative binomial distribution will approach 

the normal distribution when the sum of the data is very large is close to infinity. 

Proof of Normal Distribution Approach by Negative Binomial Distribution Using Minitab 

Software 

The proof of the normal distribution approach through a negative binomial 

distribution can be seen through its curve. To visualize the curve of a negative binomial 

distributed function would be very difficult if done manually, especially if the data 

possessed is so much that the minitab software is not available.  

In this proof, according to the previous theory that the negative binomial distribution 

will get closer to the normal distribution when 𝑁 is very large, so it will also be compared 

to small to enlarged 𝑁 which causes the curve to get closer to the normal curve. To prove 

it requires so much data that it will be difficult to collect data in real terms. Therefore, very 

much data can be created by generating the minitab software assisted data then compared 

to curves in the normal distribution. 

   

             Figure 1. For 𝑁 = 10     Figure 2. For 𝑁 = 100 
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   Figure 3. For 𝑁 = 1000                       Figure 4. For 𝑁 = 10000 

    

              Figure 5. For 𝑁 = 100000                        Figure 6. For 𝑁 = 1000000 

    

          Figure 7. For 𝑁 = 10000000                       Figure 8. For 𝑁 = 100000000 

From the above polygons it can be seen that the larger the value of 𝑁 with 𝜃 fixed, 

the closer the polygon is to the normal curve value. It is proved that a negative binomial 

distribution polygon will approach a normal curve when its very large data approach 

infinity. 
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CONCLUSIONS AND SUGGESTIONS  

Based on the results of the discussion, it is found that normal distribution approaches through 

negative binomial distributions can be proved theoretically or simulated using minibab software.  

Theoretically, a negative binomial distribution would approach a normal distribution by 

applying the limit of n approaches infinity of the moment generating function of the negative binomial 

distribution which would subsequently derive the moment generating function from the standard normal 

distribution. 

Simulation using the minibab software has been done by comparing normal curves with negative 

binomial distribution polygons that have large amounts of data. In addition, it is also possible to visualize 

normal curves and polygons on negative binomial distributions with large amounts of data and fixed 

values by seeing that these polygons approach the normal curve when very large amounts of data 

approach infinity. 

The work of this study deals with approximating the normal distribution through a negative 

binomial distribution. Further research is expected to address even more varied distribution approaches, 

given that there are still many specialized opportunity distributions on statistics. 
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