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Abstract— Traffic congestion is a major problem in Palembang
City due to the significant growth in the number of vehicles. This
study aims to develop an artificial intelligence-based system for
detecting vehicle density and predicting optimal routes. Vehicle
number detection is carried out using the YOLOv11 method
based on CCTYV data at 15 intersections in Palembang City, with
training results showing an accuracy of 92%, F-1 Score of 82%
and mAP@Q0.5 of 86.7%. In the validation and testing stages,
this model achieved an accuracy of 90%, and mAP@0.5 of
81.7%. The detection data was then analyzed using the Random
Forest (RF) algorithm to classify traffic conditions with a
dataset of 769 rows of data, achieving an accuracy of 98.26%.
Furthermore, the Bee Colony Optimization (BCO) algorithm
was used to determine the fastest route by taking into account
the distance traveled and the level of congestion. The results of
the study show that the combination of the YOLOv11, RF, and
BCO methods is able to produce an effective system in providing
optimal route recommendations and helping to significantly
reduce congestion. This system is expected to be a practical
solution for city traffic management in the future.

Keywords— Bee Colony Optimization; Optimal route; Palembang
City; Random Forest; Vehicle density; Yolovl1

I. INTRODUCTION

Traffic congestion is one of the main problems in big
cities in Indonesia, including Palembang City, which is
caused by the increase in the number of vehicles without
being balanced by the development of adequate road
infrastructure [1][2]. Based on 2023 data, the number of
vehicles in South Sumatra Province reached more than 2.4
million units, with road conditions that are not all in good
condition [1]. This problem has a direct impact on
transportation efficiency, increased fuel consumption, long
travel times, and other economic losses [3][4].

In addition, congestion also has a negative impact on the
environment and public health, such as increased exhaust
emissions and respiratory problems due to air pollution
[5][6]. Therefore, it is necessary to develop an intelligent
system that is able to detect traffic density and provide
optimal route recommendations to reduce congestion.

Various studies have utilized digital image processing
technology and artificial intelligence, one of which is through
the You Only Look Once (YOLO) algorithm, which is
popular for its ability to detect objects in real-time with high

accuracy [7][8]. The latest versions, such as YOLOvS and
YOLOv11, show significant improvements in speed and
precision compared to previous versions [9][10]. YOLO has
also been widely applied in CCTV-based traffic monitoring
systems [11][12].

However, vehicle detection alone is not enough. A
classification model is needed to assess the level of traffic
density based on the detection results. One effective method
for classification is R, which is an ensemble learning
algorithm based on decision trees and is known to have high
performance in handling complex and heterogeneous data
[13][14]. This algorithm can group traffic conditions into
three main categories: smooth, moderate, and congested [15].

After classification, the next step is to determine the
optimal route that not only considers the distance traveled but
also the traffic density conditions. For this purpose, the BCO
algorithm is used in this study. BCO is a metaheuristic
algorithm inspired by the behavior of bees in searching for
food and has been proven effective in solving path
optimization problems [16][17][18].

The integration of these three components — YOLOv11
for vehicle detection, RF for density classification, and BCO
for route optimization — creates a system that is able to
analyze and respond to traffic conditions adaptively and in
real-time [19][20]. The novelty of this study lies in the
comprehensive integration of three components: YOLOv11
for high-accuracy real-time vehicle detection; RF for reliable
congestion classification; and BCO for adaptive route
optimization using empirical traffic data from Palembang
City, for context-specific decision making. The proposed
approach has been validated on 180 CCTYV traffic videos and
12 time-based routing scenarios, demonstrating high
detection accuracy and effective route recommendations.

II. METHODOLOGY

The following are the steps to classify traffic congestion
using the RF algorithm and determine the optimal route using
BCO as shown in Fig 1.

A. Material and Equipment

This research utilizes closed-circuit television (CCTV)
video footage obtained from 15 intersections in Palembang
City, provided by the Department of Transportation and the
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Land Transport Center Region VII of South Sumatra and
Bangka Belitung. The annotation process is supported by
Roboflow to assist in labeling datasets with bounding boxes
and class names. The detection model is trained using Google
Colab and YOLOvVI11. Classification and optimization are
performed using the RF algorithm and BCO, respectively,
with data managed in Microsoft Excel.

B.  Amount of Data and Pre-Processing

The dataset consists of 7,176 raw image files and 180
video recordings, all from CCTV surveillance on major
roads. The images undergo four preprocessing stages: Data
Cleaning, Data Integration, Data Transformation, and Data
Reduction, resulting in 6,800 refined image samples ready for
training. These samples are divided into training (80%),
validation (10%), and testing (10%) datasets.

C. Image Annotation

Image annotation is performed using the Roboflow
interface, which allows for bounding box placement and class
labeling. The annotation output is stored in XML format
following the PASCAL VOC standard.
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| Finding Optimal Routes with Bee Colony Optimization |
Data Cleaning l

| Determining Vertices and Edges |

v

First, check the nodes connected t
he first edge, then choose thel
kmallest value of the edge weigh
road segment).

v

| Take every route into considerafion |

Data Integration

| Data Transformation |

Data Reduksion
YOLOv11

Training and
Testing YOLOvI1

Y¥OLOv11 Model Testing

Counting the Number of Vehicles
Using YOLOv11

Optimal Route Results

Analysis and Conclusion

‘ehicie Number Calculation
Results

| Random forest classification |

v

| Model Evaluation |

¥

| Prediction |

v

| Output: Smooth, Medium, Stuck |

| I
Fig. 1. Steps to Classify Congestion and Optimal Route

Five classes are defined in the dataset: Two-wheeled
motorcycles, Three-wheeled motorcycles, Class One cars,
Class Two cars, and Class Three cars. Annotation accuracy is
critical to ensure effective model training and detection.

D. Model Design

1) YOLO is used for real-time object detection in image
and video data. The model scans the input in a single pass
using convolutional layers to predict bounding boxes and
class probabilities.

The model supports multi-scale detection, making it effective
for detecting vehicles of various sizes. Evaluation metrics
such as Precision, Recall, and F1 Score are calculated using
the following formula:

.. true positive
Precision = — P — (1
true positive+false positive
true positive
Recall = L @)

true positive+false negative

F1 Score = 2 (precision*recall) 3)

precision+recall

Where TP is true positive, FP is false positive, and FN is false
negative [8][9].

2) REF is an ensemble-based algorithm consisting of many
decision trees. RF is used for classification and regression
tasks due to its ability to handle complex data. RF algorithm
is described as a powerful and versatile machine learning
method. This method falls under the category of ensemble
learning, where a large number of decision trees are built and
combined to improve prediction accuracy. This technique
utilizes the bootstrap aggregating (or bagging) approach,
which involves creating multiple subsets of training data
through random sampling with replacement. In this context,
RF is used to detect vehicles from visual data with high
accuracy despite the heterogeneity of the data [21].

mtryl = Jnumber of predictor variable _ VJa

2 2

miry2 = Jnumber of predictor variable = V4 = 2

mtry3 = Jnumber of predictor variable x2 = V4 x 2 =4

BCO is used to determine the optimal route by analyzing
the weights of traffic conditions and distances between road
segments. Inspired by the foraging behavior of honeybees,
this algorithm evaluates candidate solutions and improves
them iteratively to find the shortest and least congested route.
This approach is efficient for real-time path finding in
dynamic traffic scenarios.

ITII. RESULTS AND DISCUSSION

This research was conducted through several sequential
stages, starting with image data processing, which includes
data collection, preprocessing, annotation, model training,
and object detection. After these steps are completed, the
system proceeds to the video detection stage, where each
processed video produces the number of detected vehicles.
The vehicle count data is then tabulated using Microsoft
Excel to determine the level of traffic density, which is then
classified using the RF algorithm.

The training stage involves a dataset consisting of 5,440
images, which are used to train the YOLO model. The
performance results of the YOLO-based detection system are
illustrated in Fig. 2.

Based on the training result visualization, the precision
curve achieved a peak value of 0.99 at a confidence threshold
of 0.821, indicating the model's high capability in correctly
identifying true positives. The recall metric recorded a value
of 0.94, albeit at a lower confidence threshold of 0.000,
reflecting the model's ability to capture most relevant
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instances despite the trade-off with confidence level. The F1-
Score, which balances precision and recall, reached 0.82 at a
threshold of 0.417, while the Precision-Recall (PR) curve
produced an area under the curve (AUC) of 0.867 at 0.5 mAP,
suggesting a reliable overall detection performance.
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This checkpoint was subsequently used for evaluation on
the test dataset, which consists of 10% of the total image
samples. An example of the prediction results using this
model is illustrated in Fig. 3, demonstrating the model’s
effectiveness in identifying and classifying vehicles under
real-world traffic conditions.
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Fig. 2. YOLOvV11 Training Results for Image Dataset

The trained model demonstrated high accuracy in
detecting objects within images. However, a minor
misclassification occurred wherein a rickshaw was
incorrectly identified as a three-wheeled motorbike. This
error is likely attributed to the strong visual similarity
between the two vehicle types, particularly in their structural
shape and size, which caused the model to misinterpret the
rickshaw's features.

Following the successful implementation of image
detection, the system was extended to process video data,
where the model was tasked with detecting and counting the
number of vehicles across multiple frames. The resulting
output provided quantitative data on vehicle counts within
each video segment. An example of this vehicle counting
process based on video input is illustrated in Fig. 4,
showcasing the model's application in dynamic traffic scenes.
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Fig. 3. Example of Predict Result in Image
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Fig. 4. Sample Vehicle Count Detection and Calculation on
Video

The trained YOLOv1l model demonstrated reliable
performance in detecting and counting vehicles from traffic

video footage. The model successfully identified various
types of vehicles, such as 2-wheeled motorcycles, 3-wheeled
motorcycles, class 1 cars, class 2 cars and class 3 cars, and
accurately counted the number of each vehicle crossing a pre-
defined detection line. The output data from the detection
process were systematically compiled and recorded using
Microsoft Excel for further analysis. A summary of the
vehicle counting results obtained from several video samples
is presented in Table I used as the dataset.

The presented dataset consists of vehicle counting results
obtained from video recordings with an average duration of
about one minute, collected from various strategic locations
in Palembang City. Each entry includes detailed information
such as street name, date, recording time, and the number of
detected vehicles, which are categorized into class 1 cars,
class 2 cars, class 3 cars, motorcycles, and three-wheeled
motorcycles, as identified using the YOLOvI1 detection
model.

TABLE I. CONGESTION CLASSIFICATION RESULTS ON VIDEO FOOTAGE

Cross TIME YOLO Number  Long RF Reference Truth
roads 2 wheel 3 wheel Class  Class Class °fRoad  Road Value
motorbike motorbike 1Car 2Car 3 Car
Dempo 21.02.2024- 39 1 14 3 0 3 850 Smooth Smooth 1
06.30
24.02.2024- 1 0 12 0 0 3 850 Smooth Smooth 1
06.30
01.03.2024- 25 0 22 0 0 3 850 Smooth Smooth 1
06.30
18.03.2024- 10 0 29 0 0 3 850 Smooth Smooth 1
06.30
Caritas 21.02.2024- 72 1 43 1 0 3 2550 Busy Busy 1
06.30 Smooth Smooth
24.02.2024- 8 0 11 1 0 3 2550 Smooth Smooth 1
06.30
04.03.2024- 37 0 45 0 0 3 2550 Busy Busy 1
06.30 Smooth Smooth
15.03.2024- 40 0 25 2 0 3 2550 Busy Busy 1
06.30 Smooth Smooth
Gerbang 12.01.2024- 154 18 88 28 10 3 3600 Smooth Smooth 1
Terminal 07.03
AAL 13.01.2024- 97 0 11 52 11 3 3600 Smooth Smooth 1
06.57
15.01.2024- 137 1 102 40 7 3 3600 Smooth Smooth 1
07.12
17.01.2024- 117 0 93 23 9 3 3600 Smooth Smooth 1
07.03
Grand 05.02.2024- 27 0 44 9 1 3 1300 Smooth Smooth 1
City 06.30
21.02.2024- 39 0 21 7 0 3 1300 Smooth Smooth 1
06.30
23.02.2024- 29 1 22 6 2 3 1300 Smooth Smooth 1
06.30
02.03.2024- 20 0 8 8 2 3 1300 Smooth Smooth 1
06.30
Kambang 21.02.2024- 64 0 20 0 0 2 1300 Smooth Smooth 1
Iwak 06.30
24.02.2024- 12 0 9 0 0 2 1300 Smooth Smooth 1
06.30
01.03.2024- 72 0 20 0 0 2 1300 Busy Busy 1
06.30 Smooth Smooth
18.03.2024- 41 0 13 0 0 2 1300 Smooth Smooth 1
06.30
Kantor 15.03.2024- &3 1 25 1 0 3 140 Busy Busy 1
Pos 06.30 Smooth Smooth
16.03.2024- 47 1 14 0 0 3 140 Smooth Smooth 1
06.30
18.03.2024- 63 2 39 0 0 3 140 Smooth Smooth 1
06.30
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20.03.2024- 86 0 38 0 0 140 Busy Busy
06.30 Smooth Smooth
Macan 13.03.2024- 70 0 66 11 0 8300 Smooth Smooth
Lindungan 05.46
15.03.2024- 153 1 105 47 34 8300 Smooth Smooth
07.03
16.03.2024- 123 2 83 37 0 8300 Smooth Smooth
06.42
18.03.2024- 112 0 125 35 31 8300 Smooth Smooth
06.35
Angkatan 04.03.2024- 21 0 16 1 0 1900 Smooth Smooth
45 06.30
21.02.2024- 28 0 13 0 0 1900 Smooth Smooth
06.30
23.02.2024- 23 0 13 0 0 1900 Smooth Smooth
06.30
24.02.2024- 35 0 15 0 0 1900 Smooth Smooth
06.30
PIM 15.03.2024- 33 0 6 0 0 450 Smooth Smooth
06.31
16.03.2024- 32 3 2 0 0 450 Smooth Smooth
06.24
18.03.2024- 27 1 6 0 0 450 Smooth Smooth
06.34
20.03.2024- 48 1 12 0 0 450 Smooth Smooth
06.39
Polda 05.02.2024- 99 0 63 3 0 1000 Jammed Jammed
06.30
07.02.2024- 150 1 63 1 2 1000 Jammed Jammed
06.30
23.02.2024- 100 0 60 4 2 1000 Busy Busy
06.30 Smooth Smooth
24.02.2024- 99 1 48 3 0 1000 Busy Busy
06.30 Smooth Smooth
Rajawali 01.03.2024- 16 0 21 3 0 1100 Smooth Smooth
06.30
04.03.2024- 57 2 63 0 0 1100 Busy Busy
06.30 Smooth Smooth
21.02.2024- 73 2 53 0 0 1100 Busy Busy
06.30 Smooth Smooth
24.02.2024- 35 1 9 0 0 1100 Smooth Smooth
06.30
Samsat 05.02.2024- 39 2 42 1 0 650 Busy Jammed
06.30 Smooth
15.03.2024- 13 0 19 1 0 650 Smooth Smooth
06.30
24.02.2024- 36 0 10 0 0 650 Smooth Smooth
06.30
28.02.2024- 37 0 8 0 0 650 Smooth Busy
06.30 Smooth
Soekarno- 12.01.2024- 42 0 29 4 6 6600 Smooth Smooth
Hatta 06.50
13.01.2024- 24 0 7 10 5 6600 Smooth Smooth
06.29
15.01.2024- 74 0 15 10 1 6600 Smooth Smooth
07.11
17.01.2024- 70 0 18 5 1 6600 Smooth Smooth
07.08
Syailendra 01.03.2024- 44 3 5 0 0 850 Smooth Busy
06.30 Smooth
05.02.2024- 72 3 8 0 0 850 Busy Busy
06.30 Smooth Smooth
21.02.2024- 109 2 13 0 0 850 Busy Busy
06.30 Smooth Smooth
24.02.2024- 17 1 13 0 0 850 Busy Smooth
06.30 Smooth
SP. 15.03.2024- 39 1 14 0 0 350 Busy Busy
WALIKOTA 06.30 Smooth Smooth
16.03.2024- 25 3 2 0 0 350 Smooth Smooth
06.30
18.03.2024- 8 2 19 1 0 350 Smooth Smooth
06.30
20.03.2024- 36 3 17 0 0 350 Busy Busy
06.30 Smooth Smooth
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Correct Prediction

162

Wrong Prediction

Prediction Accuracy

90.0%

The main result of this study lies in the classification of
traffic congestion levels, which is carried out using the RF
algorithm. The classification results, based on the number of
detected vehicles and road attributes, are summarized in
Table I.

The dataset consists of 180 rows and 12 columns,
representing key traffic parameters at various intersections in
Palembang. Each column includes attributes such as
intersection location, recording time, number of vehicles
detected by YOLOv1l1, road width, travel distance, RF
prediction, manual reference labels, and ground truth
indicators. These data collectively provide insights into
traffic conditions at each location, based on the number and
type of vehicles observed, as well as road characteristics.

For example, in the first entry, recorded at the Dempo
intersection on February 21, 2024, at 06:30, the number of
detected vehicles includes 39 two-wheeled motorcycles, 1

three-wheeled motorcycle, 14 class 1 cars, 3 class 2 cars, and
0 class 3 cars. With a road width of 3 meters and a travel
distance of 850 meters, the Random Forest model predicts the
traffic condition as “Smooth”, consistent with the ground
truth reference.

In the next stage of route optimization, the BCO algorithm
is applied to evaluate six alternative travel routes from
Ampera Bridge to Sultan Mahmud Badaruddin II
International Airport. These routes differ in terms of total
travel distance, infrastructure quality, and traffic density
levels.

The process of selecting the optimal route considers not
only travel distance, but also estimated travel time and ease
of access, with the aim of offering the most efficient and
convenient path for users. A graphical representation of the
evaluated routes in Palembang City is presented in Fig. 5,
which illustrates the spatial layout and connections of the
alternative routes.
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Fig. 5. Graphical Representation of Palembang City Routes

Based on the simulation results on 12 different time
scenarios throughout the week, Route 1 emerged as the
most frequently chosen route due to its lower cumulative
traffic weight and relatively shorter travel distance. This
route consistently offers optimal conditions at various
levels of traffic congestion. The direction of Route 1
includes the following sequence: Ampera Bridge — Grand
Mosque — Cinde LRT — Charitas Intersection — Polda
Intersection —

Tanjung Api-api Intersection — Airport. The spatial layout
of these checkpoints is illustrated in Fig. 5, with a total
average travel distance measured at approximately 15.9
kilometers.

The BCO algorithm consistently identifies routes with
the lowest combined weight, which strengthens its

Journal of Electrical, Electronic, Information, and Communication Technology (JEEICT)

reliability and adaptability in dynamic traffic
environments. During weekdays, Route 1 is exclusively
chosen and on weekends, Route 1 is also exclusively
chosen, highlighting its consistent efficiency across various
traffic conditions.

IV. CONCLUSION

This study successfully developed an intelligent traffic
monitoring and route optimization system by integrating
YOLOvl11, RF, and BCO algorithms. The YOLOv11
model was effectively trained on vehicle image data
captured from CCTV footage in Palembang City, achieving
a training accuracy of 92%, Fl-score of 82%, and
mAP@0.5 of 86.7%. Performance remained consistent
during validation and testing phases, with accuracy at 90%
and mAP@0.5 at 81.7%. When applied to 180 real-world
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video samples across various locations and times,
YOLOvI11 maintained high average detection accuracy
particularly over 90% for three-wheeled vehicles and
higher-class cars, validating its robustness in diverse traffic
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