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Abstract— Epilepsy is a common disease that affects the brain's 

ability and has the potential to destroy the quality of life of 

sufferers. Diagnosis of epilepsy can be done by clinical testing 

and by using the electroencephalography (EEG) method. This 

research aims to apply artificial intelligence to improve the 

effectiveness and accuracy of EEG signal analysis. Epilepsy 

diagnosis is done automatically based on trained EEG signal 

files. This application can be done by applying the Long-Short 

Term Memory (LSTM) machine learning algorithm for 

recognizing patterns from brain signals that lead to epilepsy. 

The development was carried out using the EEG signal dataset 

from the University of Bonn which consists of 5 data sets. The 

detection process consists of the stages of data loading, 

augmentation, filtering, training, and classification. The 

developed system will be loaded into a GUI to facilitate users. 

The result of this research is a machine learning model with 

Long Short-Term Memory (LSTM) algorithm that has an 

accuracy rate of 91%, validation accuracy of 94% and loss of 

0.2. Compared to other machine learning approaches such as 

SVM, KNN, and ANN, the proposed method achieves higher 

accuracy without the need for explicit feature extraction, 

highlighting its effectiveness in time-series signal classification. 

The model evaluation results show that this research is 

successful in assisting the detection of epilepsy using EEG 

signals with a high level of accuracy and efficiency. 

Keywords— Brain, Electroencephalography, Machine, Learning, 

LSTM, Algorithm, Epileptic. 

I. INTRODUCTION 

Epilepsy is one of the most common neurological/brain 
disorders in the world [1]. The World Health Organization 
(WHO) along with several related organizations have made 
Epilepsy an alarming Public Health issue. According to the 
World Health Organization (WHO), approximately 50 million 
people worldwide have epilepsy, with more than 80% of 
epilepsy cases occurring in developing countries [2]. The 
disease has a direct influence on a person's quality of life and 
even has the potential to seriously impact their daily life. 

Epilepsy itself is a neurological disease that can be 
suffered by all ages which is a manifestation of 
neurological/brain function disorders accompanied by 
characteristic symptoms in the form of recurrent seizures due 
to excess electrical charges that are released in neurons [3]. 
However, epilepsy can be diagnosed by relying on medical 

checkups and electroencephalography (EEG) examinations. 
EEG is a non-invasive and affordable method that aims to 
assess neurological function. EEG works by measuring the 
electrical activity of neurons in the brain with electrodes 
placed on the scalp [4]. 

However, EEG signals are often variable and need to be 
enhanced. Machine Learning technology is one area that 
enables the use of computers to process and analyze EEG 
signal data quickly and accurately. Thus, the implementation 
of Machine Learning in EEG signal processing can be a 
valuable tool in supporting the diagnosis and detection of 
epilepsy disease. 

Many previous studies have been conducted to improve 
the efficiency and accuracy of applying Machine Learning for 
EEG. However, there are still many challenges that need to be 
overcome, such as reducing false readings, to developing 
algorithms/models that can adapt to multiple brain signals 
from different patients. 

Various algorithms contained in Machine Learning can be 
used in this application for EEG, such as K-Nearest 
Neighbours (KNN), Long-Short Term Memory (LSTM), 
Artificial Neural Networks (ANN), to Transfer Learning [5]. 
In this study, the LSTM method is specifically evaluated using 
the University of Bonn dataset, which consists of time series 
EEG data. The LSTM method itself is one of the Neural 
Network algorithms and is categorized as a type of Recurrent 
Neural Network (RNN) [6].  

This method is chosen due to its ability to process complex 
time series data by utilizing information from previous time 
steps to generate new outputs [7]. Through the experiments 
conducted in this study, evaluation variables for the LSTM 
method will be obtained and can later serve as a basis for 
comparison in the development of an epilepsy diagnosis 
system. Accordingly, the findings are expected to improve the 
precision and efficiency of epilepsy detection, enabling faster 
and more reliable diagnosis. 

II. METHODS 

A. Dataset 

The dataset used in this study is obtained from the 
University of Bonn [8], as shown in Figure 1 below. This 
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dataset consists of 5 data sets, labeled from set A to set E, with 
each set containing 100 EEG recording results with a duration 
of approximately 23.6 seconds. Sets A and B are EEG data 
taken from healthy individuals, where EEG analysis was 
conducted with eyes open in Set A and eyes closed in Set B. 
Meanwhile, Sets C, D, and E are EEG signals taken from 
individuals with epilepsy. 

 

Fig. 1. EEG Time Series Signals from the Bonn Dataset (Sets A to E) 

B. System Overview 

 

Fig. 2. Block Diagram of the Proposed Classification System using LSTM 

The loading and data selection process in this study utilizes 
EEG datasets from two different patient groups, namely 
healthy patients and patients with epilepsy which are divided 
into 5 datasets A, B, C, D, and E. The datasets used are 
available in .txt format with time series type where each file 
consists of 4096 lines of EEG signal data. 

The next stage of this epilepsy detection system is data 
preprocessing which involves various steps to achieve data 
that can be used, processed, and accepted by the system. Data 
preprocessing itself is the initial stage in data processing 
which aims to clean and prepare raw data so that it is ready for 
further processing. 

The next stage is augmentation which serves to add variety 
to the data for training and also prevent overfitting when the 
training process is run so as to produce a good machine 
learning model. There are three augmentation segments that 
are applied to EEG signals, especially patient data suffering 
from epilepsy, namely Time Shifting, Adding Noise, and 
Scaling. 

Then followed by a filtering process on the EEG signal to 
remove unwanted frequency components in the EEG signal 
and improve signal quality before proceeding to the labeling 
and training process. 

The next step is to label the data that has gone through the 
augmentation and filtering process. The data will be created 
into a variable named 'eeg_signals'. This process is done by 
declaring a 'labels' array with a length (shape) equal to the 
amount of data owned. Then perform labeling for data that has 
temporary labelling 'healthy_signals' by labeling 0 as healthy 
patients, and the remaining data outside of temporary labelling 
'healthy_signals' with label 1 as patients with epilepsy. 

The next step is to train the machine learning model for 
epilepsy detection based on the pre-processed EEG signal. 
This process includes selecting the type of machine learning 
model used, setting parameters and layering on the model, and 
the training process based on the data that has been selected. 

C. Classification Using LSTM 

In this research, the machine learning model chosen is the 
Long Short-Term Memory (LSTM) neural network. LSTM 
was chosen because this model can handle time series data 
such as EEG signals well, and has the ability to understand 
and model temporal patterns and complex brain properties. 
This is in accordance with the need to identify temporal 
patterns and brain properties that may be signs of epileptic 
seizures in EEG signals. 

 

Fig. 3. Two Layer LSTM Model Architecture with Dropout Regularization 

The LSTM model used has two LSTM layers with 128 and 
64 unit values, respectively. The selection of 128 units as the 
first choice is done to produce a model that is complex enough 
to learn new and complicated patterns from EEG time series 
data. 

The LSTM architecture contains a substantial number of 
trainable parameters, which can increase the risk of overfitting 
[9]. To address this challenge, regularization methods such as 
dropout are commonly applied. In this study, a dropout layer 
with a rate of 0.3 is introduced after each LSTM layer to 
mitigate overfitting and enhance the model’s ability to 
generalize to new, unseen data.  

The dropout rate of 0.3 was selected based on its frequent 
use in prior research, where it has demonstrated effectiveness 
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in maintaining a balance between performance and overfitting 
prevention [10]. 

The output layer uses a sigmoid activation function 
because the desired output is a binary value, namely healthy 
(0) or epilepsy (1). 

 

Fig. 4. Model Compilation Setup 

The training process of the LSTM model for this epilepsy 
detection system is carried out by considering various 
parameters used to ensure the training process produces a 
reliable model. In the training process of this model, the 
number of epochs or training iterations of 10 times is used to 
provide sufficient time to learn from the data given without 
causing overfitting due to the training process that is too long 
/ much. Then to speed up the training process, a batch size of 
32 is used where the model weights will be updated every 32 
samples trained. 

The parameters used at the model compile stage include 
the Binary Cossentropy loss function because it is suitable for 
binary classification problems or classification between (0) 
and (1), where the model will predict the probability for each 
class of data. This function helps to assess the distance 
between the model's prediction and the actual label, where a 
lower loss value indicates better prediction results. Then using 
Adam's optimizer because it has the ability to adaptively 
adjust the learning rate or learning speed of the model so that 
it helps in the training process. 

D. Evaluation 

The categorization process's output simply serves as a 
"hint" or recommendation for the neurologist or other medical 
professional to use when making the final diagnosis. Whether 
or not this recommendation is accurate, the expert may 
provide the system with feedback.  In order for the system to 
function better, it should be able to modify its attributes in 
response to this input. We propose to update the baseline in 
order to carry out the adaptation in this study. Some potential 
outcomes of the categorization include the following. 

True Positive (TP): Epileptic data classified as epileptic 

True Negative (TN): Healthy data classified as healthy 

False Positive (FP): Epileptic data classified as healthy 

False Negative (FN): Healthy data classified as epileptic 

To conduct a proper and thorough evaluation of system 
testing, a test evaluation parameter is used by calculating the 
sensitivity, specificity, and accuracy values. The sensitivity 
and specificity parameters, and accuracy are statistical 
measurement parameters that are commonly used to assess the 
performance of tests carried out against existing or owned 
standards [36]. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                (1) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                (2) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                           (3) 

III. RESULT AND DISCUSSION 

The evaluation was performed using the 
'classification_report' function from the scikit-learn library to 
display the classification results with various evaluation 
parameters such as precision, recall, f1-score, and support for 
each class, as well as the average value for all data classes. 
The results of this evaluation allow for further improvement if 
the resulting figures are insufficient. 

 

Fig. 5. Classification Result  

Based on EEG signal data, the model evaluation findings 
demonstrate high performance in distinguishing between 
epilepsy and non-epilepsy. The majority of the training and 
testing datasets were successfully identified, as seen by the 
classification report's 94% accuracy rate in Fig. 5 above. Both 
classifications' precision and recall values—0 for non-
epilepsy and 1 for epilepsy—are comparatively high. 

For the non-epilepsy class (0), the model achieves a 
precision of 89% and a recall of 92%, indicating high accuracy 
in identifying non-epilepsy data and minimizing errors in 
classifying it as epilepsy. For the epilepsy class (1), the model 
achieves a precision of 96% and a recall of 95%, showing that 
it accurately identifies epilepsy data with minimal errors in 
classifying it as non-epilepsy. 

 

Fig. 6. Training and Validation Loss Curves 

Fig. 6 above is a graph of loss training and loss validation 
for the model that finished training. Based on the figure above, 
it can be seen that the training loss figure is greater than the 
validation loss at the last epoch and ends with a fairly low 
training loss and validation loss value. This shows the ability 
of the model to produce good performance in predicting new 
data.  
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Fig. 7. Training and Validation Accuracy Curves 

Fig. 7 above is a is the accuracy graph for training and 
validation of the model. The periodic increase in accuracy in 
training shows that the model is able to find the best solution 
when deployed. While the steady increase in accuracy in 
validation shows the ability of the model to prevent 
overfitting. So it can be seen that the model has the ability to 
provide good performance in predicting new data. 

 

Fig. 8. Classification Results with Confusion Matrix 

Based on the resulting confusion matrix, the epilepsy 
detection model developed has good performance in 
identifying two types of data divided into two classes, namely 
epilepsy (positive) and non-epilepsy (negative). With a total 
of 79 true positives and 34 true negatives, it has shown that 
the model successfully classifies almost all samples 
accurately. 

TABLE I.  MODEL TEST RESULT 

 
True 

Positive 

True 

Negative 

False 

Positive 

False 

Negative 

Set Z (A) 0 24 0 1 

Set O (B) 0 24 0 1 

Set N (C) 21 0 4 0 

Set F (D) 23 0 2 0 

Set S (E) 24 0 1 0 

Total 68 48 7 2 

Based on the tests that have been carried out, it is known 
that the model has a fairly high performance in classifying 
epileptic EEG data with non-epileptic ones. The resulting 
sensitivity is 97.1% which proves that almost all new epilepsy 
data is detected by the system as epilepsy correctly. While the 
specificity value is 87.2% which shows that almost all non-
epileptic data is successfully detected by the system as non-
epileptic correctly. 

Then for testing accuracy, it is obtained at 92.8% which is 
quite high. This accuracy value has a similar figure to the 
accuracy in model evaluation of 94% which proves that the 
model has satisfactory performance both in the testing 
process, and validation to the actual testing stage using new 
data that has not been recognized by the model. 

Based on the review by Farooq et al. [11], several previous 
studies have utilized the EEG dataset from the University of 
Bonn. A selection of those studies is summarized in Table II 
to provide a comparative analysis of different classification 
models. 

TABLE II.  MODEL COMPARISON 

Ref Approaches 
Feature 

Extraction 
Accuracy 

Chen et al. [12] SVM DWT 86.83% 

Zeiler & Fergus [13] KNN Time-frequency 85% 

Rabcan et al. [14] ANN Time-frequency 85% 

This Study LSTM - 92.8% 

As shown in the table, the LSTM approach proposed in 
this study achieves a higher classification accuracy (92.8%) 
compared to other commonly used methods such as SVM 
(86.83%), KNN (85%), and ANN (85%), even without the use 
of explicit feature extraction techniques. This suggests that 
LSTM is more capable of capturing temporal patterns in EEG 
signals and is well-suited for time-series data analysis. 

 

Fig. 9. GUI for Inputting EEG Data for Analysis 

On the first page, the home page, a display will be 
designed using several elements such as images and text to 
welcome users. In addition, an element will also be designed 
to enter the dataset file to be analyzed along with a button to 
start the analysis process. 
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Fig. 10. GUI for Displaying Analysis Results 

This second page serves to display the results page of the 
GUI that has been designed. On the page, there are several 
elements displayed such as the signal graph that has been 
processed, the writing of the detection results by the machine 
learning model, and also the finish button element to analyze 
other data. 

IV. CONCLUSION 

Based on the presentation of the material in the previous 
chapter, there are conclusions that can be drawn that this 
research produces a machine learning model that is able to 
accurately detect epilepsy and non-epilepsy data. This 
research produced a model with an accuracy rate of 94% and 
a loss of 0.2 and an accuracy of 92.8% in tests conducted on 
new data.  

 When compared to various studies using similar 
approaches, this research has a relatively high and good 
accuracy rate. Moreover, it is equipped with a GUI that can 
facilitate system access and increase efficiency and 
effectiveness. 

 For future research, it is strongly recommended to 
implement the system directly in real-world environments, 
along with the integration of more diverse datasets collected 
in real time, particularly multichannel EEG data. This would 
enable the model to learn from more complex and 
representative signals, thereby potentially improving its 
overall accuracy and performance. 
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