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Abstract. Linear least-squares estimates can behave badly when the error 

distribution is not normal, particularly when the errors are heavy-tailed. One 

remedy is to remove influential observations from the least-squares fit. Another 

approach, robust regression, is to use a fitting criterion that is not as vulnerable 

as least squares to unusual data. The most common general method of robust 

regression is M-estimation. This class of estimators can be regarded as a 

generalization of maximum-likelihood estimation. In this paper we discuss 

robust regression model for corn production by using  two popular estimators; 

i.e. Huber estimator and Tukey bisquare estimator. 
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1. Introduction 

 Corn is one of the important food crops besides rice and wheat. Some people in 

Indonesia such as in Madura use corn as a staple food which has advantages and benefits 

as the highest source of carbohydrates [1,4,5,12]. Because of the importance of 

addressing the needs of the food, we require an effort to predict production in the future. 

There are several methods that can be used to predict corn production as well as to 

investigation several factors that influence it, such as regression analysis [6,10].  

The problems that arise in the regression analysis is to determine the best 

estimators for model parameters, which is heavily influenced by the use of the method. 

For example, using the least squares method would not be appropriate in solving 

problems contains several outliers or extreme observations, or the assumption of 

normality can not be met. By using regression analysis, the production of which go far 

beyond the production can generally be categorized as an outlier, so using the least 

squares method to estimate the regression parameters is less precise [2,13]. To overcome 

this problem, we require a parameter estimation method which is robust. Robust 

interpreted as insensitivity or resilience to small changes of assumptions. Estimation 

using the maximum likelihood estimate (MLE) will produce an estimator of the same 
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nature as the least squares method, so MLE is also not robust to the influence of outliers. 

A robust technique that is often used is the M-estimation which is an extension of the 

MLE [7,11]. The purpose of this study is to determine the regression model for predicting 

corn production in Karanganyar regency using M with Huber estimator and Tukey 

bisquare estimator. 

 

2. Robust Regression 

When the observations 𝒚 in the linear regression model 𝒚 = 𝑿𝜷 + 𝜺 are normally 

distributed, the method of least squares works well in the sense that it produces an 

estimate of 𝜷 that has good statistical properties. However, when the observations follow 

some non normal distribution, particularly one that has no longer or heavier tails than the 

normal, the method of least squares may not be appropriate [3]. 

A number of authors have proposed robust regression procedures designed to 

dampen the effect of observations that would be highly influential if least squares method 

were used [7,8,13]. A robust procedure tend to leave the residuals associated with large 

deviation, thereby making the identification of influential points much easier. In addition 

to sensitivity to outliers, a robust estimation procedure should be 90 − 95 percent as 

efficient as least squares when the underlying distribution is normal [9]. 

We consider the linear model 

𝑦𝑖 = 𝛼 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + ⋯ + 𝛽𝑘𝑥𝑖𝑘 + 𝜀𝑖 

  = 𝒙𝑖
′𝜷 + 𝜀 

for the 𝑖th of 𝑛 observations. If an estimator for 𝜷 is 𝒃 and the residuals are given by 

𝑒𝑖 = 𝑦𝑖 − �̂�𝑖 

we may define a class of robust estimators that minimize a particular objective function 

∑ 𝜌(𝑒𝑖) =

𝑛

𝑖=1

∑ 𝜌(𝒚𝒊 − 𝒙𝒊
′𝒃)

𝑛

𝑖=1

 

where the function 𝜌 gives the contribution of each residual e to the objective function. A 

reasonable 𝜌 should have the following properties: 

1. always non negative, 𝜌(𝑒) ≥ 0, 

2. 𝜌(0) = 0, 

3. symmetry, 𝜌(𝑒) = 𝜌(−𝑒), 

4. monotone in |𝑒𝑖|, 𝜌(𝑒𝑖) ≥ 𝜌(𝑒𝑖′) for |𝑒𝑖| > |𝑒𝑖′|. 
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Table 1 compares the objective functions and the weight functions for three estimators, 

i.e. the least square estimator, the Huber estimator, and the Tukey bisquare (or biweight) 

estimator. 

Table 1: Objective function and weight function for least square, Huber, and Tukey bisquare 

estimators 

Method Objective function Weight function 

Least square 
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 e: residual, k: constant. 

 

3. Research Method 

The data used in this research is secondary data obtained from the Indonesian 

Ministry of Agriculture and the Central  Agency of Statistics (BPS) Karanganyar regency 

in 2015. The data include the production of corn (Y, in ton), harvested area (X1, in 

hectare), and rainfall (X2, in mm) in 15 districts in Karanganyar. The following present an 

algorithm to estimate parameters of robust regression model: 

1. Estimate regression coefficients on the data using the least square method. 

2. Test assumptions of the classical regression model. 

3. Detect outliers in the data. 

4. Calculate initial parameters using least square method. 

5. Calculate residuals 𝑒𝑖 = 𝑦𝑖 − �̂�𝑖. 

6. Calculate �̂�𝑖 = 1.4826 MAD, where MAD is median of absolute deviation. 

7. Calculate 𝑢𝑖 = 𝑒𝑖/�̂�𝑖. 

2)( eeLS 
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8. Calculate Huber weight function: 
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9. Calculate Tukey bisquare weight function: 
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10. Estimate parameter of the weighted least square method, 𝑏𝑀,  with the weight 𝑤𝑖. 

11. Repeat steps 5-10 until 𝑏𝑀 convergent. 

12. Test to determine whether independent variables have significant effect on the 

dependent variable. 

 

4. Results and Discussion 

From corn production data in Karanganyar regency in 2015, the estimated corn 

production linear regression model (𝑌) in Karanganyar area based on least square method 

is 

�̂� = 2.80 + 6.95𝑋1 + 0.59𝑋2  (1) 

where adjusted determination coefficient  𝑅-square (adj) =  100% and standard deviation  

𝑠 =  28.7081. From the value of 𝐹 =  64147.96 and 𝑝-value =  0 < 5%, it indicates 

that the linear regression model 𝑌 with 𝑋1 and 𝑋2 are good. Then we test to see whether 

the assumptions of linear regression model (1) are met or not. From the test results of 

assumption (normality, homoscedastic, non-autocorrelation and non-multicolinearity) it 

turned out tthat only the normality assumption is not fulfilled (Figure1), and there are 

three outliers of data that is data-2, 11 and 13. Furthermore, since the assumption of 

normality is violated and there are three outliers, then we estimate a robust regression 

model by using M-estimation 
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Figure 1. Normality plot of residual for 𝑌 

Based on M estimation with Huber function, we obtain the linear regression 

�̂� = −0.447 + 6.953𝑋1 + 0.543𝑋2 (2)                                                                   

where adjusted 𝑅-square  =  100% and standard deviation 𝑠 =  9.76. Furthermore, we 

test to determine whether the harvest area and rainfall have influence on corn production 

(Table 2). From Table 2, it can be concluded that the harvested area has significant 

influence on corn production, while the rainfall does not have significant influence on the 

production of corn in Karanganyar. 

Table 2: Significance Test of Prediction Model with Huber Estimator 

Variable Coefficient 𝑡 𝑝 Conclusion 

Constant −0,447 −0.060 0.953 Not significant 

 𝑋1 6.953 919.580 0.000 Significant 

 𝑋2 0.543 1.200 0.254 Not significant 

 

Furthermore, by the Tukey bisquare weighted linear regression model is obtained as 

follows 

�̂� = −1.910 + 6.955𝑋1 + 0.592𝑋2 (3)                                                                     

where adjusted 𝑅-square =  100% and 𝑠 =  4.69064. We test to determine whether the  

harvested area and rainfall have an influence on corn production in Karanganyar or not. 
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From Table 2 it can be concluded that the harvested area and rainfall have significant 

influence on corn production in Karanganyar. 

Table 3: Significance Test of Prediction Model with Tukey Bisquare Estimator 

Variable Coefficient 𝑡 𝑝 Conclusion 

Constant −1.910 −0.520 0.615 Not significant 

 𝑋1 6.955 1801.850 0.000 Significant 

 𝑋2 0.592 2.640 0.025 Significant 

 

Table 4:  M-Estimation Result using Huber Estimator and Tukey Bisquare Estimator 

 Huber Tukey bisquare 

Adjusted 𝑅2  100% 100% 

s 9.760 4.691 

Significant variable 𝑋1 𝑋1, 𝑋2 

Model (2) (3) 

 

We determine the best regression model by using two criteria, namely the 

adjusted determination coefficient 𝑅2 (𝑅2adjusted) and standard deviation 𝑠. The best 

model would have larger 𝑅2 adjusted and smaller 𝑠. Table 4 shows that the model (2) and 

(3) provide the same adjusted  𝑅2, but model (3) has smaller 𝑠 than model (2), so that 

these results support previous residual analysis that the best regression model is the model 

(3). For model (3), 𝑅2adjusted =  100% indicates that the total variation 𝑌 of 100% is 

explained by 𝑋1 and 𝑋2 (Figure 2). 
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Figure 2. Plot data and estimate 

5. Conclusion 

Based on the results and discussion, the optimal model for corn production in 

Karanganyar was obtained by Tukey bisquare estimator. The robust regression model 

showed that for every increment one hectare of  harvested area and one mm of rainfall 

will increase the corn production as 6.95 tons and 0.592 tons respectively. 
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