COMPRESSIBILITY EFFECTS ON TURBULENT HEAT TRANSFER OF NATURAL CONVECTION IN A SQUARE CAVITY
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ABSTRACT

Heat transfer in turbulent flows is one of the essential topics in power plants and thermal-based engineering. This study aims to analyze the effects of density changes due to heat transfer in a turbulent environment—which is usually neglected because it can cause instability in a simulation. We simulate an available experimental case of turbulent heat transfer of air with OpenFOAM: one with an incompressible approach (no density change) and another with a compressible treatment. The simulation geometry is a 0.75 × 0.75 m² square cavity, where its left and right walls are kept at a temperature difference of 40 K. We compare and analyze the temperature, velocity, and turbulence kinetic energy profiles of both simulation results against the experimental data. We found that from all qualitative and quantitative comparisons, the change in density plays a vital role in turbulent heat transfer. The compressible treatment gives better results than the incompressible: the negligence of density change causes a significant difference with the experimental data. Thus, we strongly recommended incorporating compressibility in simulating heat transfer in turbulent flows.
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INTRODUCTION

The study of heat transfer phenomena is of utmost importance in thermal engineering due to its widespread applications in various industrial and scientific fields. Specifically, heat transfer in turbulent conditions is the primary key technology in nowadays power plants that supply energy to the world. For example, it applies to heat exchangers [1–5] used by fossils, chemical power plants, and nuclear reactors [6]. In laminar flows, many studies [7–15] consider fluids undergoing heat transfer as incompressible, i.e., their density is constant regardless of their change in temperature and pressure. This assumption only applies if the temperature difference is below 2°C for water and 15°C for air [16]. Thus, other studies began considering the fluid's compressibility to the laminar flow [17–21].

On the other hand, when dealing with turbulent flows, compressibility can significantly influence the overall heat transfer characteristics. Compressibility effects arise due to variations in fluid density caused by changes in pressure and temperature, which lead to alterations in the thermodynamic and transport properties of the fluid. These effects become particularly pronounced when dealing with high-speed flows or when the Mach number of the flow exceeds a critical value. For air without undergoing heat transfer, one can ignore the compressibility
effect when the Mach number is less than 0.3\textsuperscript{[22–24]}. However, when the flows involve heat transfer, it might be wise to consider the density changes regardless of the low Mach number.

Several studies show that the incorporation of weak compressibility\textsuperscript{[25]} and "full" compressibility \textsuperscript{[26]} in turbulent flow are more accurate than that of the incompressible in the case of pump and intercooler heat exchangers. Thus, we hypothesized that it is also essential to incorporate compressibility for turbulent heat transfer of air in a square cavity.

Several computational fluid dynamics codes have been used to simulate turbulent natural convection, such as OpenFOAM \textsuperscript{[27]}, Star-CCM+ \textsuperscript{[28]}, and ANSYS Fluent \textsuperscript{[29–30]}. Among those, OpenFOAM \textsuperscript{[31]} is the only free-of-charge software that has been used widely in numerous studies \textsuperscript{[32]}.

This study aims to prove our hypothesis by simulating the natural convection as incompressible and compressible flows with OpenFOAM. We solved each simulation with a different solver: buoyantBuossinesqSimpleFoam for incompressible and buoyantSimpleFoam for compressible flow. The turbulence model, grid size, initial and boundary conditions, and simulation algorithms are the same for both cases to see the results differences solely due to the compressibility. We compared both simulation results with the experimental data provided by \textsuperscript{[33]} to analyze their differences in temperature, velocity, and turbulent kinetic energy.

**METHOD**

**Governing Equations**

The mass, momentum, and energy conservation equations govern fluid movement and interactions. In a steady-state turbulent flow, the first two equations, respectively, can be written as follows:

\[
\nabla \cdot (\rho \mathbf{u}) = 0
\]

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} - \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \rho \mathbf{g} + \nabla \cdot \left(2\mu_{\text{eff}}\mathbf{D}(\mathbf{u})\right) - \nabla \left(\frac{2}{3}\mu_{\text{eff}}(\nabla \cdot \mathbf{u})\right)
\]

Where \(\mathbf{u}\) is the velocity field, \(\rho\) is the density, \(p\) is the static pressure, and \(\mathbf{g}\) is the gravitational acceleration. The effective viscosity \(\mu_{\text{eff}}\) is the sum of turbulence \(\mu_t\) and dynamic viscosity \(\mu\), and \(\mathbf{D}(\mathbf{u})\) is the rate of deformation tensor, defined as:

\[
D(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^T)
\]

OpenFOAM determines the pressure gradient and gravity force terms in Equation (2) as Equation (4):

\[
-\nabla p + \rho \mathbf{g} = -\nabla (p_{\text{rgh}} + \rho \mathbf{g} \cdot \mathbf{r}) + \rho \mathbf{g} = -\nabla p_{\text{rgh}} - (\mathbf{g} \cdot \mathbf{r})\nabla \rho - \rho \mathbf{g} + \rho \mathbf{g}
\]

where \(p_{\text{rgh}}\) is the hydrostatic pressure, \(p_{\text{rgh}} = p - \rho \mathbf{g} \cdot \mathbf{r}\), and \(\mathbf{r}\) is the position vector. Equations (1) – (2) are solved in OpenFOAM’s compressible flow solvers, such as buoyantSimpleFoam, employed in this study.
When the density is not constant, such as due to the change in temperature and pressure, one usually applies the Boussinesq approximation—to consider it constant, which is valid when the density variation is slight \[16\]. Here, we introduce reference density \( \rho_0 \) at a reference temperature \( T_0 \), and calculate density as:

\[
\rho 
\approx \rho_0 [1 - \beta(T - T_0)] \tag{5}
\]

With \( \beta \) is the thermal expansion coefficient. After several mathematics manipulations, the momentum conservation Equation (2) for incompressible flows is:

\[
\frac{\partial \mathbf{u}}{\partial t} \nabla \cdot (\rho \mathbf{uu}) = - \nabla p_{r_{gh}} - (\mathbf{g} \cdot \mathbf{r}) \nabla \left( \frac{\rho}{\rho_0} \right) + \nabla \cdot \left( 2\nu_{eff} D(u) \right) \tag{6}
\]

where \( \nu_{eff} = \mu_{eff}/\rho_0 \) is the effective kinematic viscosity. Eqs. (1) and (6) are solved in OpenFOAM by incompressible flow solvers. Since this study aims to analyze the effect of compressibility, we used buoyantBoussinesqSimpleFoam as the incompressible flow solver because it only differs by applying the Boussinesq approximation from buoyantSimpleFoam. Thus, any results differences between the two solvers would be only due to the difference in density change treatment.

Heat Transfer

Simulation of heat transfer is performed by solving the energy equation. In this study, we chose the sensible enthalpy model of the buoyantSimpleFoam solver, which solved the following equation.

\[
\nabla \cdot (\rho e h) + \frac{\partial (\rho K)}{\partial t} + \nabla \cdot (\rho \mathbf{u} K) - \frac{\partial p}{\partial t} = \nabla \cdot (2\alpha_{eff} \nabla h) + \rho \mathbf{u} \cdot \mathbf{g} \tag{7}
\]

where \( \alpha_{eff} = \mu_{eff}/\rho_0 \) is the effective thermal diffusivity, defined as:

\[
\alpha_{eff} = \nu_{eff}/\rho_0 \\frac{k}{C_p} + \nu_{eff}/\rho_0 \\frac{\mu}{C_p} \tag{8}
\]

Where \( k \) is the thermal conductivity, \( c_p \) is the specific heat at constant pressure, \( Pr \) is the Prandtl number. For constant density approximation and with several mathematics manipulations, Equation (7) becomes:

\[
\nabla \cdot (T \mathbf{u}) = k_{eff} \nabla^2 T \tag{9}
\]

where \( k_{eff} = k + k_t = \frac{\nu_0}{Pr} + \frac{\nu_t}{Pr} \). buoyantBoussinesqSimpleFoam solved Equation (9) to simulate the incompressible heat transfer flows.

Simulation geometry and setup

To validate the results, we simulate the existing experimental results of natural convection in a square cavity \[33\]. Figure 1 shows the experiment geometry in 2D.

In the experiment, the hot and cold was kept at isothermal condition with the temperature of \( T_h = 50^\circ C \) and \( T_c = 10^\circ C \), respectively, resulting in a Rayleigh number of \( 1.58 \times 10^9 \). Natural convection occurs when the air near the hot wall of the square cavity becomes warmer and
moves towards the cold wall, and vice versa. The experiment setup ensured the turbulent flow inside the cavity, with the turbulent parameters listed in Table 1. We used the same values in the simulation to reproduce the experimental results.

![Simulation geometry](image)

**Figure 1.** Simulation geometry

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbulence length scale</td>
<td>( l )</td>
<td>5 mm</td>
</tr>
<tr>
<td>Turbulence dissipation rate</td>
<td>( \varepsilon )</td>
<td>( 10^{-2} ) m(^2)/s(^3)</td>
</tr>
<tr>
<td>Turbulence kinetic energy</td>
<td>( \kappa )</td>
<td>( 4.5 \times 10^{-3} ) m(^2)/s(^2)</td>
</tr>
<tr>
<td>Prandtl number</td>
<td>( Pr )</td>
<td>0.71</td>
</tr>
<tr>
<td>Turbulence Prandtl number</td>
<td>( Pr_t )</td>
<td>0.85</td>
</tr>
<tr>
<td>Empirical constant</td>
<td>( C_\mu )</td>
<td>0.09 (^{[34]})</td>
</tr>
</tbody>
</table>

The simulations were performed by building the same geometry as the experiment (Figure 1), setting the initial and boundary conditions, and other parameters related to the model used. Table 2 lists the simulation setup, while Table 3 shows both simulations’ initial and boundary conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Flow type</th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithms</td>
<td>incompressible</td>
</tr>
<tr>
<td>turbulent model</td>
<td>SIMPLE (^{[35]})</td>
</tr>
<tr>
<td>heat transfer model</td>
<td>( k - \omega ) SST (^{[36,37]})</td>
</tr>
<tr>
<td>wall distance calculation</td>
<td>Boussinesq approximation, ( \beta = 3.34 \times 10^{-3}/K )</td>
</tr>
<tr>
<td>solver</td>
<td>buoyantBoussinesqSimpleFoam</td>
</tr>
</tbody>
</table>

After we set the simulation correctly, we run the simulation using the solver command: buoyantSimpleFoam for compressible flows and buoyantBoussinesqSimpleFoam for incompressible flows. There needs to be more information on how long the authors performed
the experiments. Assuming a steady state condition in the experiments, we run both cases until iteration steps of 20000, ensuring the steady state condition in the simulation. After running the simulations, we compare the results from both with the experiment's results of temperature, velocity, and turbulence kinetic energy \( \kappa \) quantitatively. Unfortunately, there are no qualitative results from the experiment; thus, we can only compare the qualitative results between the two solvers’ results.

**Table 3. Initial and boundary conditions**

<table>
<thead>
<tr>
<th>Properties</th>
<th>Initial condition</th>
<th>Boundary condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (K)</td>
<td>323.15 at the hot wall, 283.15 at the cold wall, 303.15 at the rest of the domain</td>
<td>Isothermal at hot and cold wall Zero gradients at the top and bottom wall</td>
</tr>
<tr>
<td>Velocity, ( \mathbf{u} ) (m/s)</td>
<td>0</td>
<td>No slip</td>
</tr>
<tr>
<td>Pressure, ( p ) (Pa)</td>
<td>Uniform 10(^5)</td>
<td>Calulated</td>
</tr>
<tr>
<td>Hydrostatic pressure, ( p_{gh} ) (Pa)</td>
<td>Uniform 10(^5)</td>
<td>Fixed flux</td>
</tr>
<tr>
<td>Turbulence kinematic viscosity, ( \nu_t ) (m(^2)/s)</td>
<td>0</td>
<td>Kinematic viscosity k-wall function</td>
</tr>
</tbody>
</table>

**RESULTS AND DISCUSSION**

As mentioned before, the first step is to build the geometry of the square cavity by 0.75 m \( \times \) 0.75 m\(^2\). OpenFOAM is a 3D specialized simulator; thus, we set the width of the square as one unit to make it 2D. Figure 2 shows the resulting geometry. We divided the simulation geometry into several grids of the same size (Figure 2 left). At the simulation's initial, the temperature was set as the experimental conditions, as seen in Figure 2 right. The hot wall is coloured red (the highest temperature in all domains), the cold wall is coloured blue (the coldest), and we set the middle as the ambient temperature—coloured green.

**Figure 2.** Grids in the simulation domain (left) and initial temperature setup (right)
After building the geometry and setting the initial and boundary conditions and the simulation parameters (Tables 2 and 3), we simulated with two different solvers. As soon as the simulation begins, the gravity force $g$ (in the negative $y$-axis direction) and the heat transfer occur immediately. Both solvers solve the mass, momentum, and energy equations at each time step due to these changes by using the SIMPLE algorithm. They resulted in $T$, $u$, $p$, and $\kappa$ of every grid in each iteration. Figure 3 shows some of the visible temperature results from both solvers.

![Temperature results](image)

**Figure 3.** Temperature results, in Kelvin: (a) incompressible at 200 steps; (b) compressible at 200 steps; (c) incompressible at 1600 steps; (d) compressible at 1600 steps; (e) incompressible at 4000 steps; (f) compressible at 4000 steps; (g) incompressible at 20000 steps; (h) compressible at 20000 steps
As discussed before, as soon as the simulation run, air inside the cavity undergo heat transfer due to the temperature difference and experience gravity acceleration. Together, this will cause the air to move inside the cavity until it reaches the steady state condition. Air with a lower temperature will have higher density. Thus, air near the cold wall will start to move downward and get to the bottom wall, and as soon as it reaches the hot wall, its density begins to increase so that it will go upward along the hot wall.

On the other hand, the air near the hot wall will move upward due to the lower density. It then moves along the top border, and as soon as it reaches the cold wall, it begins to move downward. These phenomena can be seen in Figure 3 as the changing temperature. At 200 iteration steps—for example (Figure 3(a) and 3(b)), we can see the red spread to the upper left and the blue extended to the bottom right, describing the hot and cold air movement, respectively.

Figure 3 also shows visible differences between incompressible and compressible simulation results. Since iteration steps of 200, the heat transfer of the compressible flow (Figure 3(b)) seems to occur more rapidly than of the incompressible (Figure 3(a)), shown by the reddish at the top of the geometry and more blueish at the bottom. This tendency grew in every iteration and resulted in the faster construction of the three horizontal layers of red-green-blue in the compressible flow, which occurred since iteration steps of 1600 (Figure 3(d)). These layers are visible in the incompressible flow after iteration steps of 4000 (Figure 3(e)). Moreover, the visual temperature results show a sharper reddish and blueish color, indicating more heat transfer in the compressible flow.

To determine which results are closer to real life, we compare both simulation results quantitatively with experimental data, as discussed below.

**Compressibility effect on temperature**

Figure 4 shows a temperature comparison of the experiment, the incompressible, and the compressible simulation results. Here, \( Y = \frac{y}{L} \), where \( L = 0.75 \text{ m} \) is the cavity’s length. \( Y = 0.5 \) means we extract the data along \( y = 0.375 \text{ m} \), i.e., in the middle of the cavity’s height. The plot is the dimensionless distance along the \( x \)-axis, \( X = \frac{x}{L} \), against the dimensionless temperature \( \frac{T - T_c}{\Delta T} \), where \( \Delta T = T_h - T_c = 40 \text{ K} \).

We can see from Figure 4 that simulation results with compressible treatment show better agreement with the experimental data than the incompressible. Both simulations can reproduce the experimental data well in the near hot and cold walls but differ significantly afterwards. We observed that the incompressible treatment underestimated the experiment results. \( \frac{T - T_c}{\Delta T} = 0.5 \) means that the temperature is the same as the ambient temperature, i.e., the moderate temperature between the hot and the cold walls, 30℃. For the incompressible flow, the average temperature in the middle of the cavity is lower than the ambient because it does not incorporate the density changes. Meanwhile, the compressible treatment changes the air density it will decrease with increasing temperature. Due to gravity, the lower density the hotter air will move faster, and the higher density the colder air will move slower. As time goes on and natural convection occurs continuously, the hotter air will overcome the colder air movement. Thus, it will dominate the cavity as seen in Figure 3 as redder making the temperature in the middle cavity slightly higher than the ambient in the compressible flows. We can also observe this phenomenon in the experiment.
Compressibility Effects on...

On the other hand, the incompressible treatment does not consider the changing density due to the temperature change. Thus, there is no considerable movement difference between the hot and cold air. They almost balanced each other, and the average temperature of the cavity was slightly lower than the ambient.

**Compressibility effect on velocity**

To analyze the air movement, we compare the experimental data of the air's vertical velocity with the simulation results. Figure 5 shows the dimensionless velocity profile at $Y = 0.5$, where $v_Y$ is the vertical velocity, and $V_0 = \sqrt{g\beta L\Delta T} = 1 \text{ m/s}$.

![Figure 4. Temperature comparison](image)

![Figure 5. Velocity comparison](image)
As expected, the air in the middle of the cavity is not moving, $\frac{v_y}{V_0} = 0$ because the air temperature there is the ambient temperature—no heat transfer occurs. Thus, there is no movement due to temperature changes. Near the walls, the air's velocity is high in the upward direction (the hot wall) and downward direction (the cold wall)—generally, the compressible treatment results in better agreement with the experimental data than the incompressible. As discussed, the air moves faster in the compressible treatment, resulting in higher velocity than in the incompressible treatment.

**Figure 6.** Vertical velocity profiles, in m/s: (a) incompressible at 200 steps; (b) compressible at 200 steps; (c) incompressible at 1000 steps; (d) compressible at 1000 steps; (e) incompressible at 10000 steps; (f) compressible at 10000 steps; (g) incompressible at 20000 steps; (h) compressible at 20000 steps
To analyze the difference further, we compare the qualitative results of vertical velocity streamlines from both simulations in Figure 6. For brevity, we limit the comparison to four iterations.

Figure 6 shows the significantly different vertical velocity profiles between the two solvers. It indicates a nearly symmetrical velocity profile of the incompressible treatment (Figure 6(a), (c), (e), and (g)). We only found this symmetrical profile in the early steps of the compressible treatment until the iteration steps of 200 (Figure 6(b)). After that, the velocity profile tends to be chaotic no visible symmetric pattern is observed. The chaotic pattern is due to the compressibility or the density changes, causing more flow fluctuations; thus, making it even more turbulent.

The symmetrical velocity profile is commonly found in laminar flows. In a turbulent flow, the fluid's velocity profile should be asymmetry, as has been seen by other studies [38-39]. Moreover, the compressible results show more eddies than the incompressible, other characteristics of turbulent flows. Thus, the compressible treatment can reproduce the features of the turbulent flow more than the incompressible.

**Compressibility effect on kinetic turbulence energy**

Lastly, we compare the experimental data of turbulence kinetic energy with both simulations. Here, turbulence kinetic energy $\kappa$ is the total squared velocity fluctuations in all directions as defined by [40]. As in the previous discussions, we compare the profile at $Y = 0.5$; the results can be seen in Figure 7.

![Turbulence kinetic energy at Y=0.5](image)

*Figure 7. Turbulence kinetic energy comparison*

Figure 7 shows good agreement between experimental data and simulations at $0.1 \leq X \leq 0.9$. However, both simulations underestimate the experimental data near the hot and cold walls. The turbulence kinetic energy is significantly higher than in other regions due to high-velocity fluctuations in the hottest and the coldest air. The authors suggest that this difference is due to the simulation's grid size—which due to the lack of computational resources at the time of this study, was set to 1 cm. We strongly believe that the simulation results can be improved with higher domain resolution, as found by [41-42]. Nonetheless, as the temperature and velocity comparison, the compressible treatment produces better agreement than the incompressible.
To further see the results difference between the two solvers, we plot the contour of the turbulence kinetic energy profile in Figure 8. Since the temperature profile between the two differs significantly in the earlier simulation (Figure 3), and for brevity, we focus our analysis of the turbulence kinetic energy until the iteration steps 1400.

![Figure 8](image1.png)

**Figure 8.** Turbulent kinetic energy contour, in $J/kg$: (a) incompressible at 200 steps; (b) compressible at 200 steps; (c) incompressible at 1000 steps; (d) compressible at 1000 steps; (e) incompressible at 1400 steps; (f) compressible at 1400 steps; (g) incompressible at 2400 steps; (h) compressible at 2400 steps.
We observe a striking difference in the turbulent kinetic energy contour in Figure 8. Along with the faster air movement, the turbulent kinetic energy in the compressible flow increases and spreads faster throughout the cavity. Even as early as iterations steps of 200 (Figure 8(b)), we can see the turbulence phenomena in the compressible treatment. Meanwhile, in the incompressible treatment, the symmetrical profile of turbulent kinetic energy can be seen until iterations of 2400 (Figure 8(g)) before the air movement becomes chaotic. As time passes, the cavity's middle part results in zero turbulence kinetic energy due to the reaching of the steady state—ambient temperature. The contour comparison of turbulence kinetic energy strengthened our previous discussion about the effect of density changes on the flow's profile.

**CONCLUSION**

This study analyzes the compressibility effect on turbulent natural air convection in a square cavity. We performed the simulations using two different solvers of OpenFOAM: buoyantBuossinesqSimpleFoam for incompressible simulation and buoyantSimpleFoam for compressible simulation. We compared both simulation results with available experimental temperature, vertical velocity, and turbulence kinetic energy data. Based on qualitative and quantitative results, we concluded that the changes in density due to the temperature changes play a significant role in turbulent heat transfer. Incorporating the compressible effect is highly recommended when simulating heat transfer in a turbulent environment, even though the flow’s Mach number is below 0.3. We recommend using a smaller grid size to get more accurate simulation results, especially near the hot and cold walls.
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