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ABSTRACT 

In diagnosing lung cancer, the medical imaging team manually identifies CT-scan images of the 

lungs. This identification process makes it difficult for the medical imaging team to differentiate 

between lung cancer and normal images. This is because there is noise in the image, which 

reduces the image quality, so image processing must reduce the noise. This study used median 

and Gaussian filters, Otsu thresholding segmentation, GLCM feature extraction, forward 

selection, and k-nearest Neighbor classification. The research results show that of the 22 

statistical features extracted, only 16 were selected for characterizing image classification. The 

image datasets used are 900 image data sets for program training and 100 image data sets for 

program testing. With a dataset of 100 image data sets, the level of diagnostic accuracy without 

forward selection (22 GLCM features) was 81.67%, while the diagnostic accuracy using 

forward selection (16 GLCM features) was 93.22% with a sensitivity of 92.25% and specificity 

is 94.46%. 
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INTRODUCTION 

Lung cancer is a type of malignant tumor that generally occurs in the lungs (bronchial 

epithelium) and outside the lungs (metastases). Lung cancer can be characterized by 

abnormal cell growth in the lung, so the organ experiences structural changes or 

transformation [1]. Based on Global Cancer Observation (Globocan) statistical data in 2020, 

there were 2,206,771 new lung cancer cases in Indonesia, or around 11.4%, with a fairly 

high mortality rate of 1,796,144 cases or around 18%. [2]. 

One of the medical imaging tools for diagnosing lung cancer is the Computed Tomography-

Scan (CT- Scan) [3]. In general, the image results from a CT- Scan are analyzed by a medical 

imaging team (radiologist) by manually representing the image of the patient's lungs. This 

is a particular difficulty for the medical imaging team, especially in distinguishing between 

lung and non-lung nodules on images. Visually, lung nodules have the same shape and color 
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as image objects that are not lung nodules. If viewed objectively, these lung nodules also 

have various sizes and shapes and are spread throughout the lungs [4]. 

As a diagnostic aid for the medical imaging team, it is necessary to improve screening by 

developing machine learning algorithm models from various classification methods in the 

medical field [5]. Several classification methods and grouping algorithms can be used to 

detect lung cancer, such as k-nearest Neighbor (k-NN), k-means, Support Vector Machine 

(SVM), Nave �̈�Bayes (NB), Decision Tree (DT), Random Forest, and other algorithms [6]. 

One of the classification methods most often used because it has a relatively high level of 

effectiveness is k-NN classification [7]. The k-NN method is a simple classification method 

that is most widely used to help classify diseases in the medical field based on specific 

pattern recognition techniques and appropriate regression models [8]. 

Table 1. Previous Research 

Author Image Dataset Method 
Accuracy 

Results 

Maxim D. Podolsky, Anton A. 

Barchuk, Vladimir I Kuznetcov, 

Natalia F. Gusarova [9] 

Dana-Farber 

Cancer Institute 

(203) 

k-NN 

(k = 1) 75% 

(k = 5) 77% 

(k = 10) 76% 

Umar S. Alqasemi, Ahmed A. 

Qashgari, Mukhtar M. Alansari 
[10] 

Databases (70) 
GLCM, 

k-NN 
(k = 5) 86% 

Yangwei Xiang, Yifeng Sun, 

Yuan Liu, Baohui Han, Qunhui 

Chen, Xiaodan Ye, Li Zhu, Wen 

Gao, Wentao Fang [11] 

Shanghai Chest 

Hospital 

Database (588) 

k-NN 80% 

Radhanath Patra [12] 

UCI Machine 

Learning 

Repository (32) 

k-NN (k = 5) 75% 

Simon Lennartz, Alina Mager, 

Nils Grobe Hokamp, Sebastian 

Schafer, David Zopdfs, David 

Maintz, Hans Christian Reinhardt, 

Roman K. Thomas, Liliana 

Caldeira, Thorsten Persigehl [13] 

Philips 

Healthcare 

(571). 

k-NN 86% 

SureshKumar M., Deepak Dahiya, 

Shanmugapriya P., ReneRobin 

CR [14] 

Kaggle (800) k-NN 86.50% 

Ranjaya Sanjaya, Fitriyani [15] 
Thoracic 

Surgery (470). 

Global 

Feature 

Extraction, 

Forward 

Selection 

(FS), k-NN 

k-NN = 83.40% 

FS & k-NN = 

85.74% 

Table 1 shows that the k-NN classification method has been widely used to detect lung 

cancer, but the accuracy results obtained do not show optimal values. In this case, it should 

be noted that usually, CT-scan images with a small or large amount of training data have 

noise, which can reduce the level of image quality, so it must be reduced or removed so that 

the information in the image becomes more apparent. One feature extraction method that 
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can clearly differentiate image texture is the Gray Level Co-occurrence Matrix (GLCM). 

According to research by Yunianto et al. in 2021, using the GLCM feature extraction 

method and Otsu thresholding segmentation can improve the accuracy of lung cancer 

images for the better [16]. 

Diagnostically, relevant features can be selected to improve the accuracy of lung image 

classification further using the k-NN method. One feature selection method for selecting 

relevant features is forward selection. The use of the forward selection method is because 

the large number of CT- Scan image data sets used allows for a significant quantity of noise 

so that it can minimize outliers in the data mining used [17]. In 2019, research was conducted 

regarding the use of the forward selection feature selection method to predict lung cancer 

using the k-NN algorithm. The performance accuracy value obtained is around 85.74%, 

whereas when compared without forward selection, it is only around 83.40% [15]. 

The research carried out was to analyze the results of relevant statistical characteristics in 

lung image classification using the first-order and second-order GLCM statistical feature 

extraction method through the k-NN algorithm and to analyze the comparison of the level 

of diagnostic accuracy of the k-NN classification results with forward selection and without 

forward selection, so we can know which is the best method to detect lung cancer more 

effectively and efficiently. 

METHOD 

Image Dataset Acquisition 

The material used in this research is a CT-scan lung image dataset obtained from LIDC-

IDRI, which can be accessed via the TCIA database. This research uses 1000 sets of CT-

scan image data with 500 sets of normal lung image data and 500 sets of lung cancer image 

data. The distribution of image data sets consists of training data and test data with a ratio 

of 90: 10. The amount of training data in this study is 450 image data sets for lung cancer 

patients and 450 image data sets for patients with normal lungs, while the test data totaling 

50 image data sets for lung cancer patients and 50 image data sets for patients with normal 

lungs. 

Image Pre-Processing 

At this stage, image quality is improved using grayscalling, contrast stretching, and filtering 

processes. This grayscale process is intended to change the light intensity in image pixels 

to a grayscale with an intensity between 0 - 255 [18]. In improving image quality, contrast 

stretching through normalization is also needed to obtain a new image with a higher contrast 

level than the original image in order to sharpen the image [19]. The image results obtained 

through contrast stretching are filtered using the median and Gaussian filters. The equation 

for calculating the median filter is shown in Equation 1 below [20]: 

𝑛(𝑥, 𝑦) = 𝑚𝑒𝑑𝑖𝑎𝑛{𝑛(𝑥 + 1, 𝑦), 𝑛(𝑥 − 1, 𝑦), 𝑛(𝑥, 𝑦 + 1), 𝑛(𝑥, 𝑦 − 1)}  (1) 

The Gaussian filter method can be used to remove customarily distributed noise. Noise 

contained in a digital image can be caused by the light sensor's reflection or the sensitivity 

of the image capture device itself [21] The Gaussian filter equation is as follows [22]: 

𝐺(𝑥, 𝑦) =  
1

2𝜋𝜎2 𝑒
− 

𝑥2+ 𝑦2

2𝜎2        (2)
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By 𝐺(𝑥, 𝑦)is a Gaussian matrix at position (x, y), where x and y are the horizontal and 

vertical distances, 𝜎are the standard deviation of the Gaussian distribution, and 𝑒Is the 

Euler number constant (2.72). 

Otsu Thresholding Segmentation 

The segmentation method used in this research is Otsu thresholding, which changes 

grayscale digital images to black and white based on automatic threshold values according 

to the color of the pixels in the image [24]. This threshold value can be determined by 

calculating the minimum variance value using Equation (3), as follows [24]: 

𝜎𝑤
2 = 𝑤1𝜎1

2 + 𝑤2𝜎2
2       (3) 

This 𝑤1 𝑑𝑎𝑛 𝑤2 is the probability that the foreground and background in the image are 

divided based on a threshold value (0 – 255), 𝜎1 𝑑𝑎𝑛 𝜎2is the variance of the foreground 

and background, and 𝜎𝑤is the minimum variance. 

Statistical Feature Extraction 

1. First Order Statistics 

First-order statistical feature extraction can characterize the grayscale color intensity in an 

image histogram [25]. The eight first-order statistical features are calculated according to 

Equation (4) - Equation (11), as follows: 

Table 2. First-order Statistical Features 

Features Description Equation 

Energy (Eg) 
Digital image brightness level with an 

interval between 0 – 1 [26] 
er, = √∑ ∑ P(i, j)2

ji

 

Homogeneity 

(Hom) 

Nearest neighbor value in a digital image 
[26] 

alueerom = ∑ ∑
P(i, j)

i + |i − j|
ji

 

Dissimilarity 

(Dis) 

A linear measure of local variations in the 

gray level of a digital image [27] 
Dis = ∑ ∑ P(i, j) x |i − j|

ji

 

Mean ( 𝜇) 
The average value of the intensity 

contained in the image [25] 
μ = ∑ ∑ iP(i)

ji

 

Variance ( 

𝜎2) 

Color variations of elements in the 

histogram in an image [25] 
σ2 = ∑ ∑(i − μ)2p(i)

ji

 

Standard 

Deviation ( 

𝜎) 

Distribution of histogram pixel intensity 

in an image [28] 
the σ = √∑ ∑(i − μ)2P(i)

ji

 

Skewness ( 

𝛼3) 

The slope level is based on the image 

histogram curve [25] 
α3 =  

1

α3
∑ ∑(i − μ)3p(i)

ji

 

Kurtosis ( 

𝛼4) 

The level of sharpness is based on the 

image histogram curve [25] 
α4 =  

1

α4
∑ ∑(i − μ)4p(i)

ji

− 3 

2. Second Order Statistics (GLCM) 

GLCM can be interpreted as a method in the feature extraction stage based on second-order 

statistics by calculating pairs between two pixels of the original image. In GLCM, there is 

the term co-occurence which means that the number of events at one pixel level has a 

neighbor relationship with other pixels based on distance (d) and angular orientation ( 𝜃). 
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In second order statistics using GLCM, distance can be interpreted as a pixel value in an 

image determined to be 1 pixel. At the same time, angular orientation can be formed from 

several angular directions that have intervals of 45º, namely angles 0º, 45º, 90º, and 135º[29]. 

The feature extraction stage in second-order statistics using GLCM is calculated up to 14 

features with Equation (12) – Equation (27) as follows: 

Table 3. Second-order Statistical Features 

Features Description Equation 

Contrast 

(Con) 

Frequently occurring grayscale 

values [26] 
Con = ∑ ∑(i − j)2P(𝑖, 𝑗)

j

.

i

 

Angular 

Second 

Moment 

(Asm) 

A measure of the uniformity of 

image texture in each pair of 

pixels [27] 

Asm = ∑ ∑ P(i, j)2

ji

 

Correlation 

(Corr) 

Linear relationship of grayscale 

levels in digital images [26] 
Corr = ∑ ∑

(i − µj)(j − µj)P(i,j)

σiσj
ji

 

Sum of 

Squares 

(Sos) 

A measure of variation in matrix 

elements [30] 
Sos = ∑ ∑(i − μ)2p(i, j)

ji

 

Inverse 

Difference 

Moment 

(IDM) 

A measure of homogeneity 

regarding the local gray level in a 

uniform image 
[31] 

IDM =  ∑ ∑ [
1

1 + (i − j)2
P(i, j)]

ji

 

Sum Average 

(SA) 

The average number of pixels at 

the peak of the image histogram 

[32] 

SA =  ∑[iPx+y(i)]

2Ng

i=2

 

Sum 

Variance 

(SV) 

The number of pixel variations in 

an image with the representation 

that there are dissimilarities in the 

image [32] 

SV =  ∑[(i − SA)2Px+y(i)]

2Ng

i=2

 

Sum Entropy 

(SE) 

Random distribution irregularities 

in an image histogram [32] SE =  − ∑ [Px+y(i)log[Px+y(i)]]

2Ng

i=2

 

Entropy 

(ENT) 

Quantitative energy on the 

distribution of image gray levels 

[33] 

ENT = ∑ ∑ P(i, j)log(P(i, j))

ji

 

Difference 

Variance 

(DV) 

Differences in local variations in 

image pixel values [32] 
DV =  ∑ [(i − f′)2Px−y(i)]

Ng−1
i=0   

Where,f ′ = ∑ [iPx−y(i)]
Ng−1
i=0  

Difference 

Entropy 

(DE) 

Micro differences are a measure 

of the variability of pixel values 

which represents the deviation of 

the pixel distribution towards its 

center [32] 

DE =  − ∑ [Px−y(i)log[Px−y(i)]]

Ng−1

i=2
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Information 

Measures of 

Correlations 

I 

A measure of the correlation 

information for each image [32] 
IMC 1 =

HXY − HXY1

max(HX, HY)
 

Information 

Measures of 

Correlation 

II 

A measure of image average 

correlation information [32] 
IMC 2 = √1 − exp[−2(HXY2 − HXY)] 

Maximal 

Correlation 

Coefficient 

(MCC) 

The largest eigenvalue is the 

coefficient that correlates with the 

image [32] 

MCC

= √Nilai eigen terbesar kedua dari Q(i, j) 

Q(i, j) = ∑
p(i, k)p(j, k)

px(i)py(k)
k

 

Selection Feature Forward Selection 

At this forward selection stage, selection of relevant features is carried out in the image 

classification process. This feature selection process is carried out by adding statistical 

features one by one that have been sorted based on calculating the correlation coefficient for 

each feature. The stages in the feature selection process using the forward selection method 

include: 

1. First-order and second-order statistical features are identified one by one. 
2. Each iteration is evaluated by calculating the score and feature performance on the 

training and test data. 
3. When the accuracy shows optimal results, the k best feature subsets are selected in the 

program. However, when the accuracy is not optimal, the other features are iterated 

again by evaluating the score and feature performance. 
4. The features with the most outstanding performance are added to the k best feature 

subsets until there is no significant increase in machine learning performance. 

K-Nearest Neighbor (k-NN) Classification 

The k-NN classification method has several uses, including classification programs that can 

be easily processed quickly, can be applied to large amounts of training data, can classify 

training data with noise, and can analyze results accurately because it has a high level of 

sensitivity. High level of data [34]. The k-NN algorithm is a supervised learning algorithm 

that can classify new data sets. It is based on nearest neighbors with simple decision-making, 

where the sample to be tested is the same as the category of samples closest to it [35]. 

The nearest neighbor distance is based on the Euclidean distance principle, which can be 

calculated by taking k nearest neighbor values to the learning data vector. Then, we will get 

the prediction point for the highest classification from the surrounding k values. The 

Euclidean distance equation in k-NN can be formulated as follows [36]: 

𝑑𝑖 =  √
∑ (x2−x1)2p

i=1

𝑚
        (28) 

This 𝑑𝑖is the Euclidean distance, 𝑥1is the class label (cancer and normal), 𝑥2is the statistical 

characteristic value of the training data and test data, 𝑚is the dimension of the feature space, 

𝑝is the final data feature, and 𝑖is the initial data feature. 
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Confusion Matrix 

Table 4. Confusion Matrix [37] 

Manual Counting 

 

 

Machine Learning 

True False 

True True Positive (TP) False Positive (FP) 

False False Negative (FN) True Negative (TN) 

The equation for calculating the accuracy, precision, sensitivity, and specificity values of 

each classification result according to research [38] is shown in Equation (29) to Equation 

(32) as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
𝑥 100%      (29) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
𝑥 100%       (30) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 𝑥 100%       (31) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
𝑥 100%       (32) 

 

RESULTS AND DISCUSSION 

The image pre-processing results of this research are shown in Figure 1 and Figure 2. 

 

   (a)            (b)     (c)           (d) 

Figure 1. Lung Cancer Image Pre-Processing Results (a) Grayscale, (b) Contrast 

Stretching, (c) Median Filter, (d) Gaussian Filter 

when the contrast is increased using contrast stretching, as in Figures 1 and 2 (b), grayscale 

images show that the image quality of lung cancer and normal lungs becomes sharper and 

brighter. 
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      (a)             (b)      (c)           (d) 

Figure 2. Image Pre-Processing Results of Normal Lungs (a) Grayscale, (b) Contrast 

Stretching, (c) Median Filter, (d) Gaussian Filter 

The next stage is a median filter with an input matrix value of 15 x 15 based on the median 

calculation process to replace the pixel values studied. If a matrix value of less than 15 x 15 

is used, the image will show results that tend to be blurrier or blurry, whereas when a matrix 

value of 15 x 15 is used, the filtered image will be smoother and more precise. This can 

happen because the median filter carries out its process by taking the magnitude of all 

vectors and calculating odd-sized matrix values, which are calculated via Equation (1) [39]. 

Figures 2 and 3 (c) show that the median filter image results are smoother than the previous 

grayscale and contrast stretching images. 

Likewise, with the Gaussian filter, this filtering method has a central kernel that can control 

matrix calculation operations based on Equation (2). The kernel value input in this Gaussian 

filter method is 1 x 1. Using a kernel size of 1 x 1 can make the dimensions of an image 

more minor and the image object more precise [40]. This is shown in Figure 1 and Figure 2 

(d), which are the results of the Gaussian filter, that the images of lung cancer and normal 

lung images that have been processed have almost the same level of image smoothness, even 

better than the images resulting from the median filter. 

Several image datasets that have gone through the image pre-processing stage are then 

processed using a segmentation process to obtain binarization areas in the lung cancer and 

normal lung images under study. The results of the image segmentation process using the 

Otsu thresholding method can be shown in Figure 3. 

  

(a)   (b) 

Figure 3. Otsu Thresholding Image Results (a) Lung Cancer (b) Normal Lungs 

Figures 3 (a) and (b) show that the lung cancer image and the lung image resulting from 

Otsu thresholding segmentation show differences in the lung objects identified with the 

background of the image, where black (0) indicates the image background. White (1) shows 

the foreground image [41]. If you look at the results of the filtered images in Figure 4 and 

Figure 5, it can be seen that several objects from the lungs are not lost, such as parts of 

organs, cavities, or tissue in the lungs themselves. 

The next stage is extracting 8 first-order statistical features and 14 second-order statistical 

features (GLCM) with a pixel distance of 1 and an orientation angle of 0º. 
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Table 5. First-order Statistical Feature Extraction Results 

First-order Statistical Features 
Feature Extraction Value 

Cancer Image Normal Image 

Energy 0.502 0.724 

Homogeneity 0.997 0.996 

Dissimilarity 0.006 0.007 

Mean 0.250 0.250 

Variance 0.084 0.159 

Standard Deviation 0.289 0.398 

Skewness 0.099 1,047 

Kurtosis 1,132 2,237 

Table 6. Second Order Statistical Feature Extraction Results 

Second-order Statistical Features 

(GLCM) 

Feature Extraction Value 

Cancer Image Normal Image 

Contrast 0.006 0.007 

Correlation 0.986 0.974 

Angular Second Moment 0.502 0.724 

Sum of Squares 1,650 0.962 

Inverse Difference Moment 0.999 0.998 

Sum Average 2,870 2,320 

Sum Variance 5,596 3,937 

Sum Entropy 0.720 0.474 

Entropy 0.725 0.479 

Difference Variance 0.006 0.007 

Difference Entropy 0.040 0.042 

Information Measures of Correlation I - 0.941 - 0.910 

Information Measures of Correlation II 0.851 0.742 

Maximal Correlation Coefficient 0.562 0.837 

The results of the statistical characteristic values of 22 features using first-order and second-

order statistical methods (GLCM) then become the input image dataset for the classification 

stage. The k-NN classification method in this study uses a nearest neighbor (k) value 

approach, which varies from k = 1, 3, 5, 7, 9. This variation in the use of k values is intended 

to determine the most effective and efficient level of diagnostic accuracy. 

Determination of the k value is also adjusted to the Euclidean distance based on Equation 

(28). The level of diagnostic accuracy in k-NN classification with the first-order and second-

order statistical (GLCM) feature extraction stages is shown in Table 7. 

Table 7. Diagnostic Accuracy in Lung Image Classification Without Forward Selection (22 GLCM Features) 

k Training Accuracy Testing Accuracy 

1 100% 100% 

3 81.67 % 71 % 

5 74.22 % 62 % 

7 71.67 % 66 % 

9 68.67 % 64 % 

Table 7 shows that the training and testing accuracy results using k = 1 were obtained at 

100%. This result is based on research by Rivki and Bachtiar (2017), which shows that the 

value k = 1 does not meet the requirements for using nearest neighbor values in k-NN 
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classification [42]. This can be caused by each class having the same statistical characteristic 

values. This means that an accuracy result of 100% indicates that only one class type is 

classified in the program so that the program will choose that class with the k = 1 approach. 

However, when k = 3 is used, the training and testing accuracy results on classification show 

a higher value when compared to k = 5, 7, 9. 

This is shown in Table 7, where a k value of 3 results in training and testing accuracy of 

81.67% and 71%. With a value of k = 5, training accuracy results are 74.22%, and testing 

accuracy is 62%. The value k = 7 shows that the training accuracy results decreased to 

71.67%, but testing accuracy increased by 66%. This decrease in accuracy level also occurs 

when the value of k = 9, where only training accuracy of 68.67% is obtained, with testing 

accuracy also decreasing. By 64%. This means the more significant the k value, the lower 

the image classification accuracy value. This can be caused by the classification of a data 

point becoming further away from its classification value so that many neighbors are 

irrelevant [43]. Therefore, the level of diagnostic accuracy of lung image classification results 

without forward selection is 81.67%. 

The diagnostic accuracy results are not optimal because features that have been extracted 

are not relevant to the image classification process. Therefore, it is necessary to select 

statistical features using the forward selection method. The results of the forward selection 

program show that the greatest accuracy value obtained at this feature selection stage was 

93.22% in the training classification program, and 87% was obtained through the testing 

classification program in the 16th iteration. This iteration continued until 22 features; 

however, starting from the 17th iteration, there was a decrease in training accuracy to 

93.11% and did not increase again until the 22nd iteration, so the best feature subset stopped 

at the 16th iteration. This result is based on the characteristic principle in Figure 2.2, namely 

the selection. The forward selection feature is characterized by a classification algorithm 

that stops when the target accuracy shows no improvement [44]. 

16 features were selected using the forward selection method, consisting of 6 first-order 

statistical features and 10 other features from second-order statistics. This study's first-order 

statistical features are relevant in classifying lung cancer images, and normal lung images 

are kurtosis, standard deviation, variance, homogeneity, dissimilarity, and mean. 

Meanwhile, the relevant second-order statistical features are sum variance, maximal 

correlation coefficient, sum entropy, entropy, information measures of correlation II, 

information measures of correlation I, difference entropy, contrast, inverse difference 

moment, and difference variance. This shows that these 16 features can provide 

characteristic information from lung images that is more relevant for classifying images into 

cancer and normal classes. 

The success rate of the lung image classification program for automatically detecting lung 

cancer can be measured using confusion matrix analysis. This research can be analyzed 

using several parameters such as TP, TN, FP, and FN. 

The confusion matrix results show that the TP of 464 lung cancer image data sets has been 

predicted to have correct classification results. This shows that the prediction results 

between the classification program and the medical imaging team can read the same number 

of lung cancer images so that the program can provide appropriate prediction results. TN as 

many as 375 normal lung image data sets have been predicted to have correct classification 

results. This shows that the prediction results between the classification program and the 
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medical imaging team could detect the same number of normal lung images and provide 

appropriate prediction results. 

Table 8. Confusion Matrix Results 

Manual Counting 

 

 

Machine Learning 

True False 

True 464 22 

False 39 375 

FP of 22 lung cancer image data sets was predicted to have incorrect classification results. 

This means that the prediction results provided by the classification program do not match 

the predictions of the medical imaging team, where the classification program detected 22 

sets of image data as lung cancer images. In contrast, the medical imaging team detected 

them as normal lung images. These inappropriate prediction results also occurred in the FN 

parameter, which showed that as many as 39 normal lung image data sets had been predicted 

to have incorrect image classification results. This means that the prediction results provided 

by the classification program do not match the prediction results from the medical imaging 

team, where the classification program detected 39 image data sets as images with normal 

lungs. However, the medical imaging team detected them as images of lung cancer. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
464+375

464+375+22+39
 𝑥 100%= 93.22% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
464

464+22
 𝑥 100%= 95.47% 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
464

464+39
 𝑥 100%= 92.25% 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
375

375+22
 𝑥 100%= 94.46% 

The confusion matrix results in Table 8 show that the program proposed by the researchers 

can detect and classify lung cancer images and normal lung images with a diagnostic 

accuracy of 93.22%. This means that the classification program for lung cancer images and 

normal lung images with 1000 sets of image data in this study has a relatively high level of 

effectiveness and efficiency. 

CONCLUSION 

Based on the research, it can be concluded that just 16 GLCM features can represent the 

statistical characteristics of lung images relevant for k-NN classification to characterize the 

identified lung image. The lung image classification program that has been designed using 

the k-NN method with k = 3 shows that the results of the diagnostic accuracy level with 

forward selection features (16 GLCM features) are 93.22%, while the diagnostic accuracy 

level without using forward feature selection (22 GLCM features) only achieved 81.67%. 

This increase in diagnostic accuracy values shows that there are only 16 features that are 

relevant in image classification. Thus, the classification program in this research has been 
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successfully designed with the best and most appropriate method for classifying lung cancer 

images and normal lung images more effectively and efficiently, namely from the median 

filter stage, Gaussian filter, Otsu thresholding segmentation, GLCM feature extraction, 

forward selection feature selection, and k-NN classification. 
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