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ABSTRACT  

The classification of CT-Scan images on images with lung cancer and normal lung has been done 

by improving the image quality of the median and Gabor filters, extraction of first and second-order 

statistical features, and decision tree classification. The data used comes from LIDC-IDRI as much 

as 100 training data and 40 test data. The median filter removes noise without removing edges in 

the image. A Gabor filter is used to facilitate texture analysis on the image. At the feature extraction 

stage, statistical variations of the first order, second order statistics and the merging of first and 

second-order statistics. The best results obtained at the testing stage are program designs with 

variations of feature extraction combining first and second-order statistics. The level of accuracy 

obtained is 97.5%, with a sensitivity of 100% and a specificity of 95%. 
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INTRODUCTION  

Cancer is the leading cause of death worldwide, reaching 10 million cases. The highest cause 

of death in cancer is lung cancer, with 1.8 million deaths. It shows an 81.8% chance of death 

in people with lung cancer [1]. Lung cancer is detected as a malignant tumor with uncontrolled 

cell growth. The case of lung cancer cannot be seen directly by the non-specialist. Therefore, 

detection becomes a great opportunity in preventing and treating lung cancer. Radiology can 

assist in diagnosing cancer using imaging procedures, one of which is CT (Computed 

Tomography) [2]. 

Imaging performed using CT has advantages over general X-ray radiographs. The image result 

on CT is a three-dimensional image with the removal of organ superimposition, which shows 

better contrast resolution than radiographic contrast. These advantages can help the detection 

process based on differences in roughness in lung density. In addition, the advantage of CT is 

that it allows for direct visualization and evaluation of the lung for severity [3]. 

Digital image processing is important as pattern recognition by processing in the form of 

acquisition and processing of visual information for easier human interpretation. The 

preprocessing stage is useful for improving image quality [4],[5]. Preprocessing includes 

improving the acquisition process that experiences significant disturbances such as noise6. The 

median filter has the function of removing noise in the image and producing a clearer image. 
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It can improve image accuracy [7-8]. Gabor filter can give better results for image enhancement 

compared to Fast Fourier Transform and autoenhancement [9]. It is very useful in image 

processing, especially for texture analysis, due to its optimal localization [10]. 

Feature extraction is a strategy for obtaining visual images in indexing and retrieving digital 

images. The advantage of texture feature extraction is that it takes less time to compute and is 

efficient5. The first and second-order statistics are extraction methods obtained from the 

grayscale of the normalized image with the gray level. The first-order statistics have no 

relationship between the surrounding pixels, while the second-order statistics have no 

relationship between the surrounding pixels [11]. 

Classification in image processing is intended to characterize images [5]. Decision tree uses a 

tree structure represented by internal node decision rules [12]. The C4.5 algorithm developed by 

Ross Quinlan has the advantage of handling each attribute with different estimated results and 

handling continuous and discrete attributes by creating thresholds and dividing them into 

attributes. The C4.5 algorithm can perform tree pruning after the tree is created and traced back. 

It will retrace the decision tree and try to remove unneeded branches by switching to leaf nodes. 

Another advantage of the C4.5 algorithm is that the classification results always allow two or 

more results compared to the CART classification to always produce binary or two decision 

results [13]. 

Previous research has been carried out by combining various machine-learning methods to 

detect lung cancer using CT images. A combination of methods with a median filter has been 

used to classify lung nodules using linear discriminate analysis (LDA). The results obtained an 

accuracy of 84% using geometric feature extraction. The study used a training data set of 90 

images with 65 images containing nodules and 25 images without nodules which were then 

validated at the system testing stage with 140 sets of CT images7. Another study was carried 

out to classify lung cancer in images by varying the filter consisting of a low pass filter, median 

filter, and high pass filter. The median filter got the best accuracy value of 88.3%, followed by 

Otsu thresholding segmentation, GLCM feature extraction, and naïve Bayes classification. The 

study used 120 images of 60 normal lung images and 60 lung cancer images. The median filter 

was also used in the study, which combined the Gaussian filter, watershed segmentation, 

geometric feature extraction, and random forest classification with an accuracy of 88.9%. The 

study used 1018 images from the Lung Image Database Consortium (LIDC) [14]. The accuracy 

in research with decision tree classification, which also uses the median filter method, is 

72.22%. The research used the histogram equalization method, watershed segmentation 

followed by sobel-gradient segmentation, and first-order geometric and statistical feature 

extraction. The training data used came from 1397 patients, while the test data came from 198 

patients [15]. In addition to the median filter, the Gabor filter has also been used by several 

studies, one of which has been combined with GLCM feature extraction with SVM 

classification for normal lung classification, with benign tumors and malignant tumors obtained 

an accuracy of 89.89%. 

The research was also equipped with a Gaussian filter and Otsu thresholding segmentation [16]. 

With GLCM feature extraction and SVM classification, another study showed an accuracy of 

79.17%. This research uses the CLAHE method and Fuzzy C-Mean (FCM) segmentation [17]. 

In addition to the GLCM method for feature extraction, first-order statistics have also been 

carried out with an accuracy of 94.12%. This research uses binarization, active contour, 

geometric feature extraction, and fuzzy inference system (FIS) classification—research data 

obtained from DICOM and lola11.com [18]. The level of accuracy in the classification of lung 

cancer using a decision tree has reached 93.24% with principal component analysis-eigen 
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vector (PCA) feature extraction without any preprocessing stage [19]. A higher level of accuracy 

with the decision tree classification was obtained with the binarization, masking, and local 

binary pattern (LBP) methods of 95.33% [20]. 

In this study, a decision tree classification of lung cancer is carried out using improved median 

image quality and Gabor filters with first- and second-order statistical feature extraction 

variations. The proposed method is expected to increase the accuracy value of diagnostic 

imaging of lung cancer and normal lung 

METHOD  

 

Figure 1. Research flowchart 

This study uses statistical computing methods with data processing using MATLAB R2018a 

software. The research flow chart for the classification program in MATLAB R2018a can be 
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seen in Figure 1. The first medical image processing process begins with preprocessing by 

doing the grayscaling process. After the grayscaling process is carried out, in the preprocessing, 

image quality improvements are done using a median filter to remove noise in the image and a 

Gabor filter to improve image quality. Furthermore, the pattern recognition technique performs 

variations of first-order statistical feature extraction and second-order statistics or Gray Level 

Co-occurrence Matrix (GLCM). The final stage of this medical image processing process is 

classifying the image of lung cancer patients and normal lungs using decision tree classification 

Research Dataset  

The image data used is CT-Scan image data obtained from The Lung Image Database 

Consortium image collection (LIDC-IDRI) through the website 

https://nbia.cancerimagingarchive.net/. The number of CT Scan image data used for lung 

cancer and normal lung is 140 image data sets. Each data is divided into training data of 100 

images and test data of 40 images. 

Preprocessing  

The preprocessing stage can enrich the visual appearance of an image. The utilization of 

preprocessing can be in the form of cleaning artifacts, stabilizing image intensity, suppressing 

unwanted distortion, and improving several other image features for further processing [21]. 

Median Filter  

The median filter is a non-linear digital filtering technique used for image smoothing because 

it does not completely remove edges [22]. The median filter is performed with 𝐵 =
𝑚𝑒𝑑𝑓𝑖𝑙𝑡2(𝐴, [𝑚 𝑛]) of the matrix A in two dimensions. Each output contains the median value 

in the 𝑚 × 𝑛 matrix around the corresponding pixels in the image. The median filter equation 

is as follows [23]. 

n(l) = median w(l) = median {y-n(l),… …, y-1(l),y0(l),y1(l), …, yn(l)}  (1) 

Where 𝑤 is the neighboring pixel assigned to the location [𝑚, 𝑛]. 

Gabor Filter 

The Gabor filter is a linear filter whose impulse response is determined by the harmonic 

function multiplied by the Gaussian function. The Gabor function is an optimal localization in 

spatial and frequency domains, so it has been recognized in image preprocessing, especially 

for texture analysis [9]. The Gabor filter is shown in the following equation [24]. 

𝑔(𝑥, 𝜆, 𝛾, 𝜃, 𝜓, 𝜎, 𝛾) = 𝑒𝑥𝑝 (−
𝑥′2+𝛾′2𝑦′2

2𝜎2 ) 𝑒𝑥𝑝 (𝑖 (2𝜋
 𝑥′

𝜆
+ 𝜓))  (2) 

Where 𝑥′ = 𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃, 𝑦′ = −𝑥𝑠𝑖𝑛𝜃 + 𝑦𝑐𝑜𝑠𝜃 . 𝜆 is the wavelength in the function 𝑠𝑖𝑛. 

𝜃 is the direction of the gabor kernel function. 𝜓 refers to the phase shift. 𝜎 is the bandwidth, 

derived from the standard deviation of the Gaussian function. 𝛾 is the aspect ratio of the space 

that determines the ellipticity of the Gabor function. 

Feature Extraction  

Feature extraction is the stage where the information in the image is then calculated based on 

the statistical calculations of each feature. First-order statistical texture analysis relies on a gray 

level histogram [25]. The first-order statistical feature parameters used in this study are 8 
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features, namely as follows [11]: 

1. Energy (F1) 

𝐹1 = ∑ (𝑃[𝑖])2𝐺−1
𝑖=0          (3) 

2. Entropy (F2) 

𝐹2 = − ∑ 𝑃[𝑖] log2 𝑃[𝑖]𝐺−1
𝑖=0         (4) 

3. Mean (F3)   

𝐹3 =
∑ 𝑖𝑝[𝑖]𝐺−1

𝑖=0

∑ 𝑝[𝑖]𝐺−1
𝑖=0

=
∑ 𝑖𝑝[𝑖]𝐺−1

𝑖=0

𝑀×𝑁
= ∑ 𝑖𝑃[𝑖]𝐺−1

𝑖=0       (5) 

4. Variance (F4) 

𝐹4 = ∑ (1 − 𝐹3)2𝑃[𝑖]𝐺−1
𝑖=0         (6) 

5. Skewness (F5) 

𝐹5 = ∑ (1 − 𝐹3)3𝑃[𝑖]𝐺−1
𝑖=0         (7) 

6. Kurtosis (F6) 

𝐹6 = ∑ (1 − 𝐹3)4𝑃[𝑖]𝐺−1
𝑖=0         (8) 

7. Smoothness (F7) 

𝐹7 = 1 −
1

1+𝐹4
          (9) 

8. Standard deviation (F8) 

𝐹8 = √
∑ ∑ (𝐴[𝑖,𝑗]−𝐹3)2𝑁−1

𝑗=0
𝑀−1
𝑖=0

𝑀×𝑁−1
        (10) 

The second-order statistical feature method used to examine textures takes into account the 

spatial relationships of pixels known as Gray Level Co-occurrence Matrix (GLCM) [26]. The 

GLCM method performs texture analysis which describes the frequency of occurrence of two 

pixels in a certain intensity at distance 𝑑 and has an angle orientation 𝜃 in the image [27]. The 

second-order statistical feature parameters used in this study were 14 features, namely as 

follows [28]: 

1. Angular second moment (energy) (F9) 

F9 = ∑ ∑ {p(i, j)}2
ji          (11) 

2. Contrass (F10) 

F10 = ∑ n2 {
∑ ∑ p(i, j)

Ng
j=1

Ng
n=1

|i − j| = n
}

Ng=1

n=0        (12) 

3. Correlation (F11) 

F11 =
∑ ∑ (ij)p(i,j)−μxμyji

σxσy
         (13) 

4. Variance (F12) 

F12 = ∑ ∑ (i − μ)2p(i, j)ji        (14) 

5. Inverse different moment (homogeneity) (F13) 

F13 = ∑ ∑
1

1+(i−j)2 p(i, j)ji         (15) 

6. Sum average (F14) 

F14 = ∑ iPx+y(i)
2Ng
i=2          (16) 

7. Sum variance (F15) 

F15 = ∑ (i − F16)2Px+y(i)
2Ng
i=2         (17) 

8. Sum entropy (F16)    

F16 = − ∑ Px−y(i)log {Px−y(i)}
2Ng
i=2        (18) 

9. Entropy (F17) 

F17 = − ∑ ∑ p(i, j)log (p(i, j))ji        (19)
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10. Difference variance (F18) 

F18 = variance dari Px−y        (20) 

11. Difference entropy (F19) 

𝐹19 = − ∑ 𝑃𝑥−𝑦(𝑖)log {𝑃𝑥−𝑦(𝑖)}𝑁𝑔−1
𝑖=0        (21) 

12. Information measures of correlation 1 (F20) 

F20 =
HXY−HXY1

max{HX,HY}
         (22) 

13. Information measures of correlation 2 (F21) 

F21 = (1 − exp[−2.0(HXY2 − HXY)])
1

2       (23) 

14. Maximal correlation coefficient (F22) 

𝐹22 = (𝑁𝑖𝑙𝑎𝑖 𝑒𝑖𝑔𝑒𝑛 𝑡𝑒𝑟𝑏𝑒𝑠𝑎𝑟 𝑘𝑒𝑑𝑢𝑎 𝑑𝑎𝑟𝑖 𝑄)
1

2      

  (24) 

𝑄(𝑖, 𝑗) = ∑
𝑝(𝑖,𝑘)𝑝(𝑗,𝑘)

𝑝𝑥(𝑖)𝑝𝑦(𝑘)𝑘         (25) 

Where the additional notation of the above equation is as follows. 

𝑃𝑦(𝑗) = ∑ 𝑝(𝑖, 𝑗)𝑁𝑔
𝑖=1         (26) 

𝑃𝑥+𝑦(𝑘) =
∑ ∑ 𝑝(𝑖, 𝑗)𝑁𝑔

𝑗=1
𝑁𝑔
𝑖=1

𝑖 + 𝑗 = 𝑘
, 𝑘 = 2,3, … ,2𝑁𝑔    (27) 

𝑃𝑥−𝑦(𝑘) =
∑ ∑ 𝑝(𝑖, 𝑗)𝑁𝑔

𝑗=1
𝑁𝑔
𝑖=1

|𝑖 − 𝑗| = 𝑘
, 𝑘 = 0,1, … , 𝑁𝑔 − 1    (28) 

𝐻𝑋𝑌 = − ∑ ∑ 𝑝(𝑖, 𝑗)log (𝑝(𝑖, 𝑗))𝑗𝑖       (29) 

𝐻𝑋𝑌1 = − ∑ ∑ 𝑝(𝑖, 𝑗)log {𝑃𝑥(𝑖)𝑃𝑦(𝑖)}𝑗𝑖      (30) 

𝐻𝑋𝑌1 = − ∑ ∑ 𝑃𝑥(𝑖)𝑃𝑦(𝑗)log {𝑃𝑥(𝑖)𝑃𝑦(𝑖)}𝑗𝑖      (31) 

Where 𝑝(𝑖, 𝑗) Entries to (i, j) in the normalized gray tone spatial dependency matrix, 

= 𝑃(𝑖, 𝑗)/𝑅.,  𝑝𝑥(𝑖) Entries to-i in the marginal probability matrix is obtained by summing 

the rows 𝑝(𝑖, 𝑗), = ∑ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1 , 𝑁𝑔 The number of different gray levels in a quantized image 

𝜇𝑥,𝜇𝑦 sum of 𝑃𝑥, 𝑃𝑦, 𝜎𝑥, 𝜎𝑦 standard deviation of 𝑃𝑥, 𝑃𝑦 

In this study, three variations of feature extraction were carried out using first-order statistics 

and second-order statistics (GLCM). The variations that used are as follows: 

1. Feature set 1, consist of 8 first-order statistical features (F1 to F8) 

2. Feature set 2, consist of 14 second-order statistical features (F9 to F22) 

3. Feature set 3, consists of 22 first and second order statistical features (F1 to F22)  

Classification 

Classification is an image identification process to determine the image of lung cancer or 

normal lung [29]. This stage is divided into two stages, namely, training and testing. The C4.5 

algorithm is referred to as a statistical classifier using gain information as a separation criterion. 

Gain information can accept data with categorical or numeric values. At some continuous 

values, the gain information generates a threshold and divides the attribute by values above the 
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bar threshold and values equal to or below the threshold. Missing attribute values are not used 

in the gain calculation by C4.5 [30]. The calculation parameters in the separation of attributes 

are shown in the following equation [31]. 

Info(𝐷) = − ∑ 𝑝(𝐷, 𝑗) × log2(𝑝(𝐷, 𝑗))𝐶
𝑗=1       (32) 

Gain (𝐷, 𝑇) = 𝐼𝑛𝑓𝑜(𝐷) − ∑
|𝐷𝑖|

|𝐷|
× 𝐼𝑛𝑓𝑜(𝐷𝑖)𝑘

𝑖=1     (33) 

Split(𝐷, 𝑡) = − ∑
|𝐷𝑖|

|𝐷|
× log2

|𝐷𝑖|

|𝐷|

𝑘
𝑖=1        (34) 

Confusion Matrix  

Analyzing the data in this study was carried out by comparing the results of the classification 

of the testing phase with the training phase. From this comparison, the accuracy, sensitivity, 

and specificity values will be calculated, showing the program's performance results of the 

program created [32]. To calculate the three analyses, paying attention to the conditions in Table 

1 is necessary. 

Table 1. Confusion Matrix[33] 

  Predicted class 

  Positive Negative 

Actual class 
Positive TP (True Positive) FN (False Negative) 

Negative FP (False Positive) TN (True Negative) 

TN parameter (True Negative) is the number of classification results identified and predicted 

as normal lungs. Meanwhile, TP (True Positive) is the number of classification results 

identified and predicted as lung cancer. FP (False Positive) is the number of classification 

results identified as lung cancer but are predicted to be normal lung, while FN (False Negative) 

is the number of classification results identified as lung cancer but are predicted to be normal 

lung. 

The accuracy value shows the level of similarity between the measurement results and the 

actual measured value. Accuracy can also show the effectiveness of the program against the 

actual condition. The sensitivity indicates the level of measurement on the results of image 

classification that is predicted and measured as cancer. In comparison, the specificity indicates 

the level of measurement on the results of image classification that is predicted and measured 

as normal lung [33]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑁+𝑇𝑃+𝐹𝑃
        (35) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
        (36) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃+𝑇𝑁
        (37) 
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RESULTS AND DISCUSSION  

 

 
(a) (b) (c) (d) 

Figure 2. Input image with (a) lung cancer, (b) normal lung, and median filter output image on (c) lung 

cancer, (d) normal lung 

 

The program produced in this study is a classification using a decision tree to detect lung cancer 

and normal lung images. This study uses CT-Scan images with ".png" format and image 

resolution pixels. The first stage after image acquisition is grayscaling to convert the image 

into a gray image matrix. Figures 2(a) and 2(b) show image samples for lung cancer and normal 

lung. Meanwhile, the median filter output image for lung cancer and normal lung is shown in 

Figures 2(c) and 2(d). 
 

 
(a) (b) 

 
(c) (d) 

Figure 3. Histogram of an input image with (a) lung cancer, (b) normal lung, and histogram 

of median filter output image on (c) lung cancer, (d) normal lung 

The visual display for the median filter results does not show any difference. Therefore, the 

difference can be analyzed through an image histogram, as shown in Figure 3. The histogram 

output of the median filter has increased and decreased the number of pixels at a certain gray 

value. It shows that the median filter makes the image intensity evenly and smooths the image 
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to remove noise in the image. In addition, the details in the image are preserved without 

removing the edges completely [34]. 
 

 
                          (a)                           (b) 

Figure 3. Gabor filter output image on (a) lung cancer, and (b) normal lung 

 

Figure 4. Location of lung cancer nodules on the input image (left) and the Gabor filter output (right) 

The Gabor filter then becomes the next preprocessing stage. The main advantage of the Gabor 

wavelet is that it extracts object features based on different orientations and scales [35]. Gabor 

filter output image results for lung cancer and normal lung can be seen in Figure 4. The visual 

display on the Gabor filter shows the texture in the image resulting from processing the scale 

and orientation of the Gabor filter calculation. 
 

 
(a) (b) 

Figure 5. Histogram image output of Gabor filter on (a) lung cancer, and (b) normal lung 

After preprocessing the Gabor filter, the image with lung cancer shows a white mist texture 

that spreads evenly in the lung area. While the image with normal lungs shows a distribution 

of white fog centered on a certain area. Figure 5 shows the location of cancer nodules in the 

Gabor filter output image, which is still clearly visible for the edges, such as the location of the 

nodules in the lung cancer input image. It makes it easier to detect visually through the results 

of visual texture analysis because areas suspected of being abnormalities in human anatomy 

can be seen [36]. While the histogram results of the Gabor filter output image shown in Figure 



Using Decision Tree … page 348 

Copyright © 2024 Universitas Sebelas Maret 

6 appear to have an even distribution of intensity values in dark and light areas in both lung 

cancer and normal lung images.  

Table 2. First-order statistical feature extraction average results 

No Feature (FOS) Cancer Normal 

1. Energy 0.2735 0.3013 

2. Entropy 3.2561 3.0654 

3. Mean 131.1929 131.0608 

4. Variance 10006.1252 10439.6800 

5. Skewness -0.06817 -0.09641 

6. Kurtosis -0.9788 -0.9623 

7. Smoothness 0.9998 0.9999 

8. Standard Deviation 0.5413 0.5525 

 

 

After the preprocessing stage is complete, feature extraction is carried out by taking the 

information possessed by the image for image classification and interpretation. In this study, 

feature extraction variations are used in the form of first-order statistics, second-order statistics, 

and combining first and second-order statistics. The average feature extraction results can be 

seen in Table 2 and Table 3. 

Table 3. Average result of second-order statistical feature extraction 

No Fitur (SOK) Cancer Normal 

1. Energy (ASM) 0.2792 0.3046 

2. Contrass 1.3656 1.3932 

3. Correlation 0.9134 0.9153 

4. Variance 30.0646 30.6318 

5. Homogenity 0.8755 0.8812 

6. Sum Average 9.1495 9.1675 

7. Sum Variance 91.6092 94.9641 

8. Sum Entropy 1.8028 1.7221 

9. Entropy 3.0534 2.9129 

10. Difference variance 1.2817 1.3111 

11. Difference Entropy 0.7211 0.6991 

12. 
Information Measures of 

Correlation 1 
-0.5694 -0.5711 

13. 
Information Measures of 

Correlation 2 
0.9441 0.9392 

14. Maximal Correlation Coefficient 0.9563 0.9534 

The classification process is divided into two, training and testing. A classification process is 

carried out for all statistical feature extraction variations at the training stage. The data used for 

the classification process results from feature extraction for each feature variation. The 

classification output results are then calculated using a confusion matrix analysis to get the 

accuracy, sensitivity, and specificity values. Performance results at the training stage can be 

seen in Table 4. The first and second-order statistical variations show the same results with an 

accuracy of 96% which is then used at the testing classification stage as a reference in the 

decision tree classification process. 

Table 4. The results of the decision tree classification performance at the training stage 

Feature Extraction TP FN FP TN Accuracy Sensitivity Specifity 

First-order statistics 44 6 8 42 86.00% 88.00% 84.00% 

Second-order statistics 48 2 2 48 96.00% 96.00% 96.00% 

First-second order statistics 48 2 2 48 96.00% 96.00% 96.00% 
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Table 5. The results of the decision tree classification performance at the testing stage 

Feature Extraction TP FN FP TN Accuracy Sensitivity Specifity 

Second-order statistics 19 1 2 18 92.50% 95.00% 90.00% 

First-second order statistics 20 0 1 19 97.50% 100.00% 95.00% 

The results of the classification of the testing phase, which can be seen in Table 5, show that 

the decision tree classification with first and second-order statistical features gives the best 

results with an accuracy of 97.5%. The display of the decision tree in the decision tree 

classification for statistical variations of the first and second order can be seen in Figure 7. The 

feature attributes used in the classification stage as nodes are 8 of 22 combined first- and 

second-order statistics features. 

Table 6. Comparison of program performance and research methods 

No References Data (Image) Methods Accuracy 

1. Aggarwal et 

al. (2015) [7] 

Train data: 90 

Test data: 150 

Median filter, fiture extraction geometri 

(8 fitur), GLCM (4 fitur), linear 

discriminate analysis (LDA) 

84.00% 

2. Roy et al. 

(2015) [18] 

- Binarization, active contour, fiture 

extraction: geometri (4 fitur) First order 

statistic (3 fitur), fuzzi inference system 

(FIS) 

94.12% 

3. Lobo & 

Guruprasad 

(2018) [17] 

- CLAHE, GLCM (6 fitur), SVM 

Classifier, Fuzzy C-Mean (FCM) 

Segmentation 

79.17% 

4. Günyadin et 

al. (2019) [19] 

247 Principal Component Analysis-eigen 

vector (PCA), decision tree 

93.24% 

5. Ahmed et al. 

(2019) [20] 

Train data: 1397 

Test data: 198 

Binarization, masking, local binary 

pattern (LBP), decision tree 

95.33% 

6. Jayaraj & 

Sathiamoorthy 

(2019) [14] 

1018 Median filter, Gaussian filter, 

watershed, fitur extraction geometri (5 

fitur), random forest  

89.90% 

7. Hasan & 

Kabir (2019) 

[15] 

Train data: 1397 

Test data: 198 Median filter, histogram 
equalization, watershed, sobel-
gradient, fiture extraction: geometri 
(3 fitur) First order statistic (4 fitur), 
decision tree 

71.72% 

8. Kareem et al. 

(2021) [16] 

1190 Gaussian filter, otsu thresholding, gabor 

filter, GLCM (5 fitur), SVM 

89.89% 

9. Yunianto et al. 

(2021) [8] 

120 Median filter, otsu thresholding, GLCM 

(11 fitur), Naïve Bayes 

88.30% 

10. Proposed 

method 

Train data: 100 

Test data: 40 Median filter, gabor filter, First 

order statistic (8 fitur) and GLCM 

(14 fitur), decision tree 

Testing: 97.50% 

Table 6 shows that the method proposed by the researchers for classifying and identifying lung 

cancer and normal lung images is more accurate. In addition, the possibility of the program 

being able to distinguish between images with lung cancer and those with normal lungs has a 

high success. 
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Figure 6. Decision tree display on first and second order statistical variations 

CONCLUSION  

This study has classified and detected lung cancer on CT-Scan images using a decision tree 

with the median filter and Gabor filter preprocessing stages. Furthermore, feature extraction is 

performed with optimal results on first- and second-order statistical variations. The results 

showed an accuracy rate of 97.5%, indicating that the program can classify images well. The 

sensitivity level is 100%, indicating that the program can recognize images with lung cancer 

well, and the specificity level is 95%, indicating the program's ability to recognize images with 

normal lungs. 
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