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ABSTRACT  

Pneumonia has been detected using Machine learning. The stages in this study began with 

preprocessing in 4 stages: resizing, cropping, filtering using a high pass filter, and Adaptive 

Histogram Equalization. The feature extraction process continued with 22 Gray Level Co-

occurrence Matrix (GLCM) features and classification using K-Nearest Neighbor (KNN). The 

image used was 150 data sets for training on the classification of 3 classes with a ratio of 50:50:50, 

while training on two classes was 50 bacterial pneumonia and 50 viral pneumonia. The most optimal 

training data accuracy results were obtained using the angle direction on the GLCM, namely 135o 

with the KNN classification (k = 3). For the classification of two classes Using 40 data sets, an 

accuracy of 91% was obtained, while testing for three classes with 60 data sets was 83.3%. 
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INTRODUCTION  

Artificial Intelligent has the potential to detect disease through images (images) generated from 

X-rays. AI has been applied to diagnose chest X-ray images in pediatric pneumonia and is 

proven to help human experts classify the disease [1]. Pneumonia is an inflammation of the 

lungs caused by bacteria, fungi, viruses, or parasites that clog the alveoli so that the lungs 

become inflamed and filled with fluid [2]. According to the World Health Organization (WHO), 

the highest death rate due to pneumonia occurs in toddlers and children. Children's body 

systems are still weak and susceptible to pneumonia. However, detecting the type of pneumonia 

is challenging for radiologists [3].  

Doctors cannot distinguish between normal lungs, bacterial pneumonia, and viral pneumonia 

without the naked eye. Not a few of the resulting images from CXR look blurry or lack contrast, 

making it difficult for radiologists to diagnose the images [4]. One of the ways to predict the 

difference between bacterial pneumonia and viral pneumonia is by taking a swab to obtain a 

sample. This technique requires high costs, special materials, and equipment [5]. 

Previous research that has performed image processing on pneumonia results from 

examinations using imaging techniques, [6] used 5,863 X-ray images of the lungs consisting of 
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images of normal lungs, bacterial pneumonia, and viral pneumonia. The method used is feature 

extraction of 4 Gray Level Co-Occurrence Matrix (GLCM) features and K-Nearest Neighbor 

(KNN) classification with k=3, 5, and 7 values. However, the best accuracy results obtained 

from this method are 66.20% with k=5. 

For different classification purposes, [7] classified pneumonia images with details of 69 images, 

including 30 normal lung images, 19 common pneumonia images, 11 fever without pneumonia 

images, and 9 Covid-19 images. This study uses the Thermal Imaging of the back method to 

extract high-temperature regions and feature selection. The classification technique for lung 

images uses Machine Learning, with the classification of Support Vector Machine (SVM), 

KNN, Decision Tree, Gaussian Naïve Bayes, Linear or Quadratic Discriminant (LDA and 

QDA). The accuracies obtained from the normal and pneumonia lung image classification for 

each method were 93%, 91%, 90%, 86%, and 85%. Classification of pneumonia images and 

fever without pneumonia obtained the accuracy of each of the above methods is 86%, 78%, 

78%, 83%, 71%, and 75%. In the classification into three classes, namely normal lungs, fever 

without pneumonia, and pneumonia, each of the above methods obtained an accuracy of 81%, 

68%, 70%, 75%, 67%, and 65%. The highest accuracy obtained from the classification of 2 

normal and pneumonia lung image classes was achieved by the SVM method at 93%. 

Istianah et al. conducted research, namely the classification of 9 CXR results images consisting 

of 3 images of fungal pneumonia, three bacterial pneumonia, and lipoid pneumonia. This study 

used the texture characteristics method of histograms and GLCM with the Multi-Layer 

Perceptron (MLP) classification method. The accuracy obtained from this method is 100%. 

However, in this case, the image dataset used as a test is only a small number to produce perfect 

accuracy [8]. 

Alhudhaif et al.  conducted research, namely the classification of Covid-19 Pneumonia. The 

dataset is 1,218 chest X-ray images of Covid-19 pneumonia and 850 other pneumonia cases. 

This study used the SVM method, and the accuracy obtained reached 84% [9]. 

Based on research [6], the accuracy results obtained could be more optimal using more than 4 

GLCM features and the K-Nearest Neighbor classification with k=5. Classification using the 

K-Nearest Neighbor method has the advantage of forming a classification model from training 

data [10]. For the same case, this study will improve the accuracy of the system in reading CXR 

image results with the same method using the addition of features in GLCM and K-Nearest 

Neighbor classification with the right k selection and also an image enhancement process so 

that the image will be easier to identify. Identified the presence of bacterial pneumonia, viral, 

and normal lung images by increasing the accuracy of the system in reading the image results 

from CXR using the addition of features to the GLCM and K-Nearest Neighbor classification 

with the correct selection of k and also an image enhancement process so that the image will 

be easier to identify. 

METHOD  

The method material used in this study is Chest X-Ray (CXR) image data with the existence 

of .jpeg, which can be obtained from https://www.kaggle.com/paultimothymooney/chest-xray-

pneumonia. X-Ray Image Data after the resizing process has a size of 200 x 200 pixels. The 

data used in this study is 250 image data sets, with 150 training data and 100 test data. This 

research was conducted by classifying into two classes with 50 bacterial pneumonia images 

and 50 viral pneumonia images with a test data of 20:20 for each type of image. In the 

classification, three data classes were used, namely 50 normal lung images, 50 bacterial 

pneumonia, and 50 viral pneumonia, with test data 20:20:20 for each type of image. 
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This method uses MATLAB R2018a software. The initial step before performing image 

processing is image acquisition by preparing a data set of medical images of patients with 

normal lungs, lung images of viral pneumonia, and bacterial pneumonia. The preprocessing 

stage is done by resizing to standardize the dimensions of each image and cropping to remove 

unimportant parts in the area outside the chest cavity or outside the lungs that affect the process. 

Then filtering is done on the image using a high pass filter to sharpen the contrast of an image 

to help get information in the next stage. After that, the image histogram is uniform using the 

adaptive histogram equalization technique. The next stage is feature extraction to recognize 

patterns in the image, namely using the Gray Level Co-Occurrence Matrix (GLCM) with angle 

variations of 00, 450, 900, and 1350. 

Image textures can be captured using the GLCM matrix using several features. In [11-13], 22 

features can be used for feature extraction of GLCM. The equations used from several GLCM 

features are: 

1. Autocorrelation: Autocorrelation is a measure of smoothness and roughness in texture [12]. 

𝑎𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  ∑
𝑁𝑔

𝑖=1
∑

𝑁𝑔

𝑗=1
𝑝(𝑖, 𝑗)𝑖𝑗     (1) 

2. Contrast: Contrast is a measure of local variation in intensity, which supports the value of 

the diagonal (i=j) [12]. 

𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  ∑
𝑁𝑔

𝑖=1
∑

𝑁𝑔

𝑗=1
(𝑖 − 𝑗)2𝑝(𝑖, 𝑗)     (2) 

3. Correlation 1: Correlation is used to determine how pixels correlate with their 

surroundings [14]. 

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 1 =  ∑𝑖,𝑗
(𝑖−𝜇𝑖)(𝑗−𝜇𝑖)𝑝(𝑖,𝑗)

𝜎𝑖𝜎𝑗
       (3) 

4. Correlation 2:  

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 2 =  
∑

𝑁𝑔
𝑖=1

∑
𝑁𝑔
𝑗=1

𝑝(𝑖,𝑗)𝑖𝑗−𝜇𝑥𝜇𝑦 

𝜎𝑥(𝑖)𝜎𝑦(𝑗)
     (4)  

5. Cluster prominence measures GLCM slope and asymmetry [12]. 

𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑝𝑟𝑜𝑚𝑖𝑛𝑒𝑛𝑐𝑒 = ∑
𝑁𝑔

𝑖=1
∑

𝑁𝑔

𝑗=1
((𝑖 + 𝑗 − 𝜇𝑥 − 𝜇𝑦))

4

𝑝(𝑖, 𝑗)  (5) 

6. Cluster shade: Cluster shade is a measure of GLCM slant and uniformity [12]. 

𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑠ℎ𝑎𝑑𝑒 =  ∑
𝑁𝑔

𝑖=1
∑

𝑁𝑔

𝑗=1
(𝑖 + 𝑗 − 𝜇𝑥 − 𝜇𝑦)

2
𝑝(𝑖, 𝑗)   (6) 

7. Dissimilarity: Dissimilarity is used to show dissimilarity in the image [12]. 

𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  ∑
𝑁𝑔

𝑖=1
∑

𝑁𝑔

𝑗=1
|𝑖 − 𝑗|𝑝(𝑖, 𝑗)     (7) 

8. Energy:  Energy gives the number of square elements in the GLCM matrix [12]. 

𝑒𝑛𝑒𝑟𝑔𝑦 =  ∑𝑖𝑗 𝑃(𝑖, 𝑗)2       (8) 

9. Entropy: Entropy is used to calculate the irregularity of the image [12]. 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑
𝑁𝑔

𝑖=1
𝑝(𝑖)𝑙𝑜𝑔2(𝑝(𝑖) + 𝜖)     (9) 

10. Homogeneity 1: Homogeneity is used to show another measure of the homogeneity of the 

image [12]. 

ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 1 =  ∑𝑖,𝑗
𝑝(𝑖,𝑗)

1+|𝑖−𝑗|
      (10) 

11. Homogeneity 2: 

ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 2 =  ∑
𝑁𝑔

𝑖=1
∑

𝑁𝑔

𝑗=1

𝑝(𝑖,𝑗)

1+|𝑖−𝑗|2     (11) 

12. Maximum probability: Maximum probability is the emergence of the most dominant 

neighbor intensity value pair [12]. 

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  𝑚𝑎𝑥𝑖=1,…𝑞;𝑗=1,…𝑞(𝑃(𝑖, 𝑗))     (12)
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13. Sum of squares: the sum of squares or variance measures the distribution of pairs of 

neighboring intensity levels about the average intensity level in GLCM. [12]. 

𝑠𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 =  ∑
𝑁𝑔

𝑖=1
∑

𝑁𝑔

𝑗=1
(𝑖 − 𝜇𝑥)2𝑝(𝑖, 𝑗)    (13) 

14. Sum average:  Sum average is the relationship between lower and higher intensity values 

based on the average number.[12]. 

𝑠𝑢𝑚 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =  ∑
2𝑁𝑔

𝑘=2 𝑃𝑥+𝑦(𝑘)𝑘      (14) 

15. Sum variance: Sum variance is the value of the total color intensity variation in the image 
[12].  

𝑠𝑢𝑚 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  ∑
2𝑁𝑔

𝑘=2
(𝑘 − 𝑆𝐴)2𝑃𝑥+𝑦(𝑘)     (15) 

16. Sum entropy: Sum entropy is the total of the intensity values of the different neighbors [12]. 

𝑠𝑢𝑚 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 =  ∑
2𝑁𝑔

𝑘=2 𝑝𝑥+𝑦(𝑘)𝑙𝑜𝑔2(𝑝𝑥+𝑦(𝑘) + 𝜖)    (16) 

17. Difference variance: Difference variance is the difference in the size of the color intensity 

variation in an image [12]. 

𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑣𝑎𝑟𝑖𝑒𝑛𝑐𝑒 = ∑
𝑁

𝑔−1

𝑘=0 (𝑘 − ∑
𝑁

𝑔−1

𝑘=0 𝑘𝑝𝑥−𝑦(𝑘))

2

𝑃𝑥−𝑦(𝑘) (17) 

 

18. Different entropy: Different entropy is the difference in the size of the variability in the 

intensity value of an image [12]. 

𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = ∑
𝑁

𝑔−1

𝑘=0 𝑃𝑥−𝑦(𝑘) × 𝑙𝑜𝑔2(𝑃𝑥−𝑦(𝑘) + 𝜖)  (18) 

19. Information measure of correlation 1: Information measure of correlation shows the results 

of an invariant distribution [12]. 

𝐼𝑀𝐶 1 =  
𝐻𝑋𝑌−𝐻𝑋𝑌1

𝑚𝑎𝑥{𝐻𝑋,𝐻𝑌}
           (19) 

20. Information measure of correlation 2: Information measure of correlation 2 is the 

correlation value between the probability distribution i and j (measuring texture 

complexity) [12]. 

𝐼𝑀𝐶 2 = √1 − 𝑒−2(𝐻𝑋𝑌2−𝐻𝑋𝑌)         (20) 

21. Inverse Difference Normalized (INN): Inverse Difference Normalized (INN) normalizes 

the difference between neighboring intensity values by dividing the number of discrete 

intensity values [12]. 

𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =  ∑
𝑁

𝑔−1

𝑘=0

𝑝𝑥−𝑦(𝑘)

1+(
𝑘

𝑁𝑔
)
    (21) 

22. Inverse Difference Moment Normalized (IDMN): Inverse Difference Moment Normalized 

(IDMN) normalizes the difference between neighboring intensity values by dividing the 

total number of discrete intensity values [12]. 

 

𝐼𝐷𝑀𝑁 =  ∑
𝑁𝑔−1

𝑘=0

𝑝𝑥−𝑦

1+(
𝑘2

𝑁𝑔
2 )

        (22) 

The last step was identifying two classes consisting of bacterial pneumonia images and viral 

pneumonia, then identifying three classes consisting of normal lung images, bacterial 

pneumonia lung images, and viral pneumonia lung images using the K-Nearest Neighbor 

classification. 

The K-Nearest Neighbor algorithm is a non-parametric learning model where input prediction 

is only determined by the closest data label to the original image. This model uses the standard 
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Euclidean distance to calculate the variance between the training and test data. The k value 

indicates the number of nearest neighbors that helps predict the test data class from the training 

data results. The standard Euclidean equation for distance d(x,y) is as follows [15].  

𝑑(𝑥𝑖 , 𝑦𝑗) =  √(𝑎𝑖(𝑥𝑖) − 𝑎𝑖(𝑥𝑗))
2

            (23) 

The feature extraction results are used to classify using the K-Nearest Neighbor method. So 

that it can be known the presence of bacterial pneumonia, viral pneumonia, and normal lungs, 

this classification process is carried out in two stages, namely conducting training on training 

data, each of which already has a class. This method uses the k parameter to determine the 

nearest neighbors in an image. The k parameter in KNN greatly influences the classification 

results. In this study, the k value will be determined from the highest accuracy produced by the 

training data with variations in the k = 1,3,5 and 7 values. 

The results of the highest accuracy obtained from training with variations in the value of k will 

be used to test the image data set. The K-Nearest Neighbor classification decision results are 

determined by the most classification of data that enters the k value. The results of the best 

training process from angle variations in GLCM will be used as a reference for testing the test 

data that has been determined in the data acquisition stage. 

Data Analysis 

The analysis carried out on classification data using K-Nearest Neighbor can be identified by 

comparing the results of the classification program with the classification by the database. In 

this study, percentage calculations were carried out to determine the accuracy of the 

classification results for two classes with the following formulation [16]: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                       (24)            

𝑆𝑝𝑒𝑠𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                                                    (25) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                                                                           (26) 

Where TP (True Positive) is the amount of bacterial pneumonia data classified correctly, TN 

(True Negative) is the amount of viral pneumonia data classified correctly, FP (False Positive) 

is the amount of bacterial pneumonia data classified incorrectly, FN (False Negative) is the 

amount of viral pneumonia data classified incorrectly. 

In this study, percentage calculations were carried out to determine the accuracy of the 

classification results of 3 classes with the following formulation [17].
      

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                   (27)            

𝑆𝑝𝑒𝑠𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                   (28) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃(𝐴)+𝑇𝑃(𝐵)+𝑇𝑃(𝐶)

𝑇𝑃+𝐹𝑃
                                                                    (29) 

TP (True Positive) is the sum of the data of the three classes that are classified as true in the 

system, FN (False Negative) is the number of classes that are classified as wrong in the correct 

class, FP (False Positive) is the correct class that is classified as wrong.  
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.RESULTS AND DISCUSSION  

The stages of image processing before the training and testing process begin with 

preprocessing, then pattern recognition with feature extraction. Initial processing or 

preprocessing is carried out in 4 stages: resizing, cropping, filtering using a high pass filter, 

and Adaptive Histogram Equalization. The differences between the images before and after 

cropping are shown in Figure 1 for the image before cropping and Figure 2 for the image after 

cropping. The cropping results show the cropped lung image on the right and left sides. This 

process is carried out to obtain images of the lungs without any right and left background, 

affecting the information obtained in the next process. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 1. Input image before cropping (a) bacterial pneumonia, (b) viral pneumonia, and (c) normal lungs 

 

(a) 

 

(b) 

 

(c) 

Figure 2. Input image after cropping (a) bacterial pneumonia, (b) viral pneumonia, and (c) normal lungs. 

The results of the high-pass filtering process can be seen in Figure 3 for images of bacterial 

pneumonia, Figure 4 for images of viral pneumonia, and Figure 5 for images of normal lungs. 

 

 
(a) 

 

 

 

 

 

 

(b) 

 

 

 

 

 

(b) 

Figure 3 (a) Bacterial pneumonia input image, (b) high pass filtering result image.
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(a) 

 

 

 

 

 

 

 

 

(b) 

Figure 4 (a) Pneumonia virus input image, (b) high pass filtering result image. 

 

(a) 

 

(b) 

Figure 5 (a) Normal lung entry image, (b) high pass filtering image. 

Improving image quality using a high pass filter produces a sharper image. From the high pass 

filter process, it can be seen that this filter will filter out the number of pixels in the part of the 

image that have a high-intensity value and pass pixels with a high-intensity value to the number 

of neighboring pixels that have a low-intensity value [18]. For the resulting image to have more 

contrast, image correction is performed using Adaptive Histogram Equalization. It is done to 

increase the visual effect and intensity of an image. The results of this process can be seen in 

Figure 6, Figure 7, and Figure 8. 

 
(a)                                                                (b) 

Figure 6. (a) Image of bacterial pneumonia resulting from adaptive histogram equalization process, (b) 

Histogram of bacterial pneumonia image resulting from adaptive histogram equalization 



Pneumonia Classification Based … page 332 
 

Copyright © 2023 Universitas Sebelas Maret 

 

(a) (b) 

Figure 7. (a) Adaptive histogram equalized pneumonia virus image, (b) Adaptive histogram equalized viral 

pneumonia image histogram 

 

(a) 

 

(b) 

Figure 8. (a) Normal lung image from adaptive histogram equalization, (b) Histogram image of normal lung from 

adaptive histogram equalization 

In this process, the algorithm can automatically increase the gray level, and contrast in an image 

can be limited. Adaptively, this image can adjust the distance of two adjacent gray levels in the 

new histogram [19].  

GLCM Feature Extraction Results 

In this study, the feature extraction used is GLCM feature extraction with 22 features, 1-pixel 

distance, and variations in the direction of the angles 00, 450, 900, and 1350. The results obtained 

from the GLCM feature extraction using 22 parameters are then averaged for each feature in 

the overall image with variations in the direction of the angles 00, 450, 900, and 1350. GLCM 

feature extraction was carried out in 2 groups, the first for images of bacterial pneumonia and 

viral pneumonia and the second for feature extraction of GLCM on images of bacterial 

pneumonia, viral pneumonia, and normal lungs. The feature extraction results for the first group 

are the average results for each feature extraction feature for bacterial pneumonia and viral 

pneumonia, as shown in Table 1. Table 2 shows the average results for each feature extraction 

for bacterial pneumonia, Table 3 shows the average results for each feature extraction for viral 
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pneumonia, and Table 4 shows the average results for each feature extraction feature for normal 

lungs. 

Table 1. The average results of each GLCM feature extraction for bacterial pneumonia classes and viral 

pneumonia in the two classes 

GLCM bacterial pneumonia viral pneumonia 

0° 45° 90° 135° 0° 45° 90° 135° 

Autocorrelation 27.420 27.570 27.518 27.473 29.391 29.689 29.504 29.584 

Contrast  1.394 1.314 1.292 1.347 1.250 1.194 1.191 1.214 

Correlation 1 0.757 0.770 0.777 0.767 0.792 0.799 0.802 0.797 

Correlation 2 0.757 0.770 0.777 0.767 0.775 0.799 0.802 0.797 

Cluster Prominence 263.285 262.943 271.318 265.096 300.273 294.716 304.186 296.368 

Cluster Shade -14.276 -14.332 -14.464 -14.048 -20.282 -19.754 -20.207 -19.741 

Dissimilarity 0.714 0.717 0.681 0.727 0.678 0.683 0.654 0.688 

Energy 0.062 0.062 0.064 0.061 0.063 0.064 0.065 0.063 

Entropy 3.226 3.231 3.198 3.247 3.201 3.204 3.182 3.215 

Homogeneity 1 0.718 0.714 0.729 0.711 0.725 0.722 0.735 0.721 

Homogeneity 2 0.702 0.696 0.713 0.693 0.710 0.706 0.721 0.704 

max probability 0.141 0.143 0.143 0.140 0.149 0.154 0.151 0.151 

Varience 27.959 28.100 28.041 28.025 30.061 30.159 29.974 30.067 

Sum average 10.029 10.056 10.036 10.034 10.429 10.443 10.400 10.423 

Sum variance 67.617 68.031 67.787 67.707 73.898 74.179 73.512 73.806 

Sum entropy 2.477 2.475 2.482 2.480 2.492 2.488 2.497 2.493 

Difference variance 1.394 1.314 1.292 1.347 1.236 1.194 1.191 1.214 

Difference entropy 1.101 1.102 1.076 1.112 1.068 1.075 1.054 1.081 

IMC 1 -0.278 -0.272 -0.294 -0.268 -0.298 -0.293 -0.311 -0.290 

IMC 2 0.802 0.795 0.815 0.793 0.820 0.815 0.830 0.814 

INN 0.927 0.926 0.930 0.925 0.930 0.929 0.933 0.929 

IDM 0.981 0.982 0.982 0.981 0.983 0.983 0.984 0.983 

Table 2 The average results of each GLCM feature extraction feature for the class of bacterial 

pneumonia in the three classes 

GLCM bacterial pneumonia 

0° 45° 90° 135° 

Autocorrelation 27.536 27.673 27.587 27.541 

Contrast  1.568 1.301 1.286 1.336 

Correlation 1 2.368 0.770 0.775 0.767 

Correlation 2 0.792 0.770 0.775 0.767 

Cluster Prominence 256.176 260.425 266.926 262.602 

Cluster Shade -14.087 -14.620 -14.772 -14.338 

Dissimilarity 0.692 0.711 0.677 0.721 

Energy 0.077 0.063 0.065 0.062 

Entropy 3.172 3.218 3.187 3.234 

Homogeneity 1 0.724 0.716 0.730 0.714 

Homogeneity 2 0.703 0.698 0.715 0.695 

maximum probability 0.143 0.145 0.145 0.143 

Sum of sqaures: Varience 27.991 28.198 28.107 28.090 

Sum average 10.037 10.079 10.055 10.051 
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Sum variance 67.752 68.406 68.061 67.973 

Sum entropy 2.473 2.469 2.475 2.474 

Difference varience 1.377 1.301 1.286 1.336 

Difference entropy 1.098 1.098 1.073 1.108 

IMC 1 -0.279 -0.273 -0.295 -0.270 

IMC 2 0.802 0.796 0.815 0.794 

INN 0.927 0.927 0.931 0.926 

IDM 0.981 0.982 0.983 0.981 

 

Table 3. The average results of each GLCM feature extraction for viral pneumonia classes in 3 classes 

GLCM viral pneumonia 

0° 45° 90° 135° 

Autocorrelation 29.608 27.673 29.504 29.584 

Contrast  1.236 1.301 1.191 1.214 

Correlation 1 0.792 0.770 0.802 0.797 

Correlation 2 0.792 0.770 0.802 0.797 

Cluster Prominence 297.396 260.425 304.186 296.368 

Cluster Shade -20.282 -14.620 -20.207 -19.741 

Dissimilarity 0.678 0.711 0.654 0.688 

Energy 0.063 0.063 0.065 0.063 

Entropy 3.201 3.218 3.182 3.215 

Homogeneity 1 0.725 0.716 0.735 0.721 

Homogeneity 2 0.710 0.698 0.721 0.704 

maximum probability 0.149 0.145 0.151 0.151 

Sum of sqaures: Varience 30.061 28.198 29.974 30.067 

Sum average 10.429 10.079 10.400 10.423 

Sum variance 73.898 68.406 73.512 73.806 

Sum entropy 2.492 2.469 2.497 2.493 

Difference varience 1.236 1.301 1.191 1.214 

Difference entropy 1.068 1.098 1.054 1.081 

IMC 1 -0.298 -0.273 -0.311 -0.290 

IMC 2 0.820 0.796 0.830 0.814 

INN 0.930 0.927 0.933 0.929 

Inverse difference 

moment normalized 

0.983 0.982 0.984 0.983 

Table 4 The average results of each GLCM feature extraction for normal Lung classes in 3 classes 

GLCM Normal Lung 

0° 45° 90° 135° 

Autocorrelation 26.612 26.567 26.512 26.570 

Contrast  1.912 1.966 1.978 1.958 

Correlation 1 0.729 0.720 0.720 0.721 

Correlation 2 0.729 0.720 0.720 0.721 

Cluster Prominence 344.053 337.629 340.511 338.505 

Cluster Shade -12.706 -12.141 -11.780 -12.238 



Pneumonia Classification Based … page 335 
 

Copyright © 2023 Universitas Sebelas Maret 

Dissimilarity 0.870 0.933 0.892 0.931 

Energy 0.042 0.038 0.041 0.038 

Entropy 3.500 3.557 3.520 3.555 

Homogeneity 1 0.678 0.654 0.673 0.655 

Homogeneity 2 0.654 0.626 0.648 0.627 

maximum probability 0.090 0.084 0.089 0.084 

Sum of sqaures: Varience 27.405 27.413 27.374 27.433 

Sum average 9.805 9.802 9.790 9.802 

Sum variance 64.156 64.038 63.889 64.044 

Sum entropy 2.599 2.599 2.600 2.599 

Difference varience 1.912 1.966 1.978 1.958 

Difference entropy 1.235 1.271 1.255 1.270 

IMC 1 -0.238 -0.208 -0.228 -0.209 

IMC 2 0.780 0.749 0.771 0.749 

INN 0.913 0.906 0.911 0.906 

IDM 0.975 0.973 0.974 0.973 

The feature extraction results of bacterial pneumonia and viral pneumonia with angle variations 

of 00, 450, 900, and 1350 were used to train in the classification process using the K-Nearest 

Neighbor method. The same thing was done on the results of image feature extraction for three 

classes, namely images of bacterial pneumonia, viral pneumonia, and normal lung. The results 

of this feature extraction are compared with the input values for the classification of two image 

classes, namely 0 for bacterial pneumonia images and 1 for viral pneumonia images, while the 

input values used in the 3 class classification are 0 for bacterial pneumonia images, 1 for viral 

pneumonia images and 2 for normal lung images.  

Training Stage 

In the classification training stage using the K-Nearest Neighbor method, the k value approach 

has been carried out with k = 1,3,5,7. The best k-value approach is used to consider more 

accurate classification results. Predictions from training data are based on obtaining the highest 

accuracy by using the value of k in the K-Nearest Neighbor classification. 

The most optimal results from training for two classes were obtained at an angle of 135° with 

a value of k = 3 with the acquisition of accuracy, sensitivity, and specificity of 93%, 96%, and 

91%. The results of this training were used as a test on 40 test data sets with 20 images of 

bacterial pneumonia and 20 images of viral pneumonia. The results of the comparison of angle 

variations with experimental values of k = 1,3,5,7 obtained from training for two classes can 

be seen in Table 5 

Table 5 Comparison of angle variations and k values for 2 class training 

Angle 

Comparison Angle variation and K-value 

Accuracy (%) Sensitivity (%) Specificity (%) 

1 3 5 7 1 3 5 7 1 3 5 7 

0° 100 92 91 87 100 96 94 88 100 89 89 86 

45° 100 92 80 74 100 96 81 80 100 89     79 70 

90° 100 91 90 89 100 94 93 93 100 89 85 81 

135° 100 93 90 90 100 96 95 93 100 91 86 87 
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In training for three classes with angle variations and values of k = 1,3,5,7. The highest 

accuracy was obtained at k=1. However, this special case shows that the classification is 

predicted based on the nearest neighbor only, in other words, using the Nearest Neighbor 

algorithm itself [20]. The most optimal results from training for three classes were obtained at 

an angle of 135° with a value of k = 3 with the acquisition of accuracy, sensitivity, and 

specificity of 91%, 92%, and 91%. The results of the comparison of angle variations with 

experimental values of k = 1,3,5,7 obtained from training for three classes can be seen in Table 

6. 

Table 6. Comparison of angle variations and k values for 3 class training 

Angle 

Comparison Angle variation and K-value 

Accuracy (%) Sensitivity (%) Specificity (%) 

1 3 5 7 1 3 5 7 1 3 5 7 

0° 100 90 83 79 100 91 86 82 100 91 87 82 

45° 99 89 85 85 98 89 87 85 99 89 86 85 

90° 99 86 84 83 99 89 84 84 99 89 84 84 

135° 99 91 86 85 98 92 86 86 98 91 86 85 

 

Testing Stage 

The testing process for test data in the three-class classification of 60 sets of image data entered 

into the program resulted in an accuracy of 83.3%, a specificity of 83.5%, and a sensitivity of 

83.3%. The results of the confusion matrix for two classes and three classes can be seen in 

Table 7 and Table 8 

Table 7. Confusion matrix for two classes 

  

bacterial 

pneumonia 

viral 

pneumonia 

Predicted 

Class 

bacterial 

pneumonia 
17 1 

viral 

pneumonia 
3 19 

 

Table 8 Confusion matrix for three classes 

 

bacterial 

pneumonia 

viral 

pneumoni

a Normal 

bacterial 

pneumonia 14 1 2 

viral 

pneumonia 2 18 0 

Normal 4 1 18 
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Based on the comparison results shown in Table 9, it can be shown that the proposed program 

can distinguish between two classes, namely bacterial pneumonia and viral pneumonia, and for 

three classes, namely bacterial pneumonia, viral pneumonia, and normal lungs. It can also be 

due to adding features to the GLCM and using the most appropriate angle when conducting 

training. Adding many features is proven to increase accuracy in testing images. 

Table 9 Comparison of research program performance 

No Literatur Data Method Accuracy 

1 [6] 5863 Contrast Stresching, GLCM (4 

fiture), KNN 

66.20 %  

2 [8] 9 GLCM and  Multi Layer 

Perceptron  (MLP) 

100 % 

3 [9] 1218 SVM 84 % 

4 [7] 69 Extract high temperature region, 

feature selection, classification 

SVM 

93 % 

5 This research 250 High pass filter, Histogram 

equalization adaptive, GLCM 

(22 fiture), KNN 

bacterial pneumonia 

and viral pneumonia, 

training accuracy : 

93%, testing 

accuracy : 90 % 

bacterial pneumonia 

dan viral pneumonia, 

normal, training 

accuracy: 91,33 % 

testing accuracy: 

83,3 % 

 

CONCLUSION  

The K-Nearest Neighbor algorithm and the addition of 22 GLCM features can be applied to 

the pneumonia classification using image data of bacterial pneumonia, viral pneumonia, and 

normal lungs as input. The testing system with 22 GLCM features at an angle of 135o and 

KNN classification k=3 resulted in optimal accuracy in training for two classes, namely 

bacterial pneumonia and viral pneumonia, by 93% and training for three classes, namely 

bacterial pneumonia, viral pneumonia, and normal lung by 91.33%. The accuracy obtained 

from two classes is 90% while testing for three classes is 83.3%. 
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