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ABSTRACT 

Image processing is used to classify lung images with malignant or normal nodules. The 

Convolutional Neural Network (CNN) method is often used to classify images. This study uses a 

modified CNN architecture with various layers, filters, batch size, dropout, and epoch values. 

Variations were made to determine the best accuracy value and reduce the overfitting value of the 

proposed CNN architecture. This study implements the Keras library method with the Python 

programming language. The data is in the form of CT-Scan images of lung cancer and normal lungs. 

The results of several experiments from the proposed model produce an accuracy value of 95% 

using three layers, 128 filters on the first layer, 256 on the second layer, and 512 filters on the third 

layer, then with 32 batch sizes, 0.5 dropout. 
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network 
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INTRODUCTION 

Cancer is a genetic disease caused by the formation of tumors by damaged tissue that develops 
into cancer. Cancer cells can interfere with other tissues by growing directly in adjacent tissues 
or moving to distant locations [1]. The exact cause of lung cancer is unknown, but prolonged 
exposure to carcinogenic substances is one of the main causes of lung cancer [2]. Long-term 
exposure to air pollution from factories, cars, food fumes, and formaldehyde from indoor 
decorations can increase the risk of lung cancer [3]. Based on data from the 2018 Global Cancer 
Observatory (GCO), of all people living with cancer worldwide, around 11.6% have lung 
cancer. It is recorded that lung cancer causes death in 18.4% of the total data of cancer patients 
who died. Based on data from the Cancer Country Profile (CCP), in 2018, there was 8.6% lung 
cancer in Indonesia, with a mortality rate of up to 12.6%. 

Image results from medical equipment such as X-rays, ultrasound (ultrasound), CT-scan 

(Computer Tomography scanner), and MRI (Magnetic resonance imaging) can be used to 

diagnose diseases such as cancer [4]. A computer-aided diagnosis (CAD) system has been 

developed to help radiologists make a final decision by considering the system's results along 

with the clinical diagnosis [5]. The CAD learning method creates a training model for medical 

images to process data in a computer-assisted structure [6]. From an analytical point of view, 

layered images in MRI and CT display more detail and produce images with higher ratio levels, 

making them easier to process [7]. 
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In establishing the diagnosis of lung cancer, the identification of lung conditions is important. 

This identification can be done by utilizing the design of artificial neural network software. 

The design of artificial neural networks will help classify medical images in identifying normal 

lungs, effusions, and lung cancer [8]. Convolutional Neural Network (CNN) is a Deep Learning 

method for classification, segmentation, and image analysis. The CNN architecture has several 

layers: a convolution layer with stride size and zero padding, a max pooling layer, and a fully 

connected layer [9]. CNNs are suitable for analysing X-ray images because they easily train 

networks. In addition, CNN does not require any manual feature engineering. This network can 

train raw images and classification labels [7]. 

MATERIALS AND METHODS 

Convolutional Neural Networks 

A convolutional neural network (CNN) is an advanced neural network. This network is usually 

a combination of several layers consisting of several filters. The pooling layer is used to 

perform linear sampling operations. CNN has a very good performance in image recognition 
[7]. The training process has three stages: the convolutional layer, the pooling layer, and the 

connection layer. 

 

Figure 1. Basic Structure of Convolutional Neural Network [10] 

Convolution Layers 

The convolutional layer will receive image input and process it to produce output as a vector 

to be processed in the next layer. This layer obtains a pixel derived from the preferred and 

neighbouring pixel values. This layer applies the output function as a feature map of the input 

image [11]. The output value of the convolution layer is the product of the multiplication 

between the image input matrix and the matrix in the kernel. The equation is 

𝐻 = 𝐼 . 𝐾                     (1) 

Where H is the output feature map of the convolutional layer, I is the input image, and K is the 

kernel matrix [12]. The dimensions of the output matrix of the feature map are based on the size 

of the input image matrix, kernel matrix, stride, and padding. The shift size of a kernel is also 

known as a stride. If the stride value is 1, the convolution process shifts 1 pixel. If the stride 

value is 2, the convolution process shifts 2 pixels [9]. Padding is the value added to each side of 

the input matrix. The convolution process also includes input layers, filters, and convolution 

layers. Input volume dimensions, filter dimensions, and output volume dimensions are stated 

in [9] : 

𝑉𝑖𝑛𝑝𝑢𝑡 = ℎ × 𝑤 × 𝑑                   (2) 

In the image matrix, Vinput is the input volume dimension, h is the height, w is the width, and d 

is the dimension
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𝑓 = 𝑓ℎ  × 𝑓𝑑                    (3) 

In the filter matrix section, f is a filter, fh is a height filter, and fd is a dimension filter 

𝑉𝑜𝑢𝑡𝑝𝑢𝑡 = (ℎ − 𝑓ℎ + 1)𝑥 (𝑓 − 𝑓𝑤 + 1) × 1                (4) 

In the convolution layer, 𝑉𝑜𝑢𝑡𝑝𝑢𝑡 is the output volume dimension. 

Rectified Linear Unit (ReLU) 

Rectified Liner Unit (ReLU) is an activation function used in CNN. ReLU will change the 

feature map input value to 0 and infinity. The ReLU activation function is stated as follows[12]: 

𝐹𝑟𝑒𝑙𝑢 = 𝑚𝑎𝑥 (0, 𝑥)                   (5) 

When the activation value is 0, ReLU cannot be processed via the gradient march method 

because all gradients will be zero. Therefore, the leaky ReLU will be calculated using[6]: 

𝐹′(𝑧) =  {1 𝑖𝑓 𝑧 > 0 0 𝑖𝑓 𝑧 ≤ 0 }                  
 (6) 

 

Figure 2. ReLU Function and Derivatives [13] 

Pooling Layer 

The pooling layer is a layer that uses a feature map as input and processes it statistically based 

on the closest pixel value. This layer can reduce the size of the output volume on the feature 

map, thereby reducing the number of light calculations, and can control overfitting [11]. The 

commonly used pooling layers are max pooling and average pooling. The results of max 

pooling are obtained by taking the highest value in each grid. In average pooling, it will take 

the average value [6]: 

 

Figure 3. Pooling Layer Results [6]
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Figure 4 shows that average pooling is obtained by calculating the average of each grid, while 

max pooling is obtained by taking the largest value from each grid in the image pixel. The size 

of the kernel dimensions used in the pooling layer is determined by the size of the stride (shift) 

and the size of the kernel dimensions as shown in equation [12]: 

𝑂 =
𝑖−𝑘

𝑠
+ 1                    (7) 

Where O is the dimension of the pooling layer, i is the dimension of the input image matrix, k 

is the size of the kernel, and s is the number of strides. The average pooling value can be 

determined using equation [12]: 

𝑓𝐴 =
∑ 𝐶𝑦

|𝐶𝑦|
                    

 (8) 

The max-pooling value can be determined using equation [12]: 

𝑓𝑀 = 𝑚𝑎𝑥 (𝐶𝑦)                    (9) 

 

Dropout Layers 

The dropout layer is useful for randomly removing neurons with a probability of p in each 

training data iteration process, and p can be determined through trials. The dropout layer causes 

the network to become thinner and reduces overfitting to the model, and speeds up the training 

process [14]: 

 

(a)     (b) 

Figure 4. (a) Artificial Neural Network (b) Artificial Neural Network After Dropout Technique [14] 

Fully Connected Layer 

The fully connected layer is used to make the final predictions. This layer is used to classify 

the output generated from the convolution and pooling layers. Every neuron in this layer is 

connected to every neuron in the previous layer. Usually, this layer is followed by a dropout 

layer which increases the model's generalizability by preventing overfitting, which usually 

occurs at the training stage [15]. The purpose of using this layer is to use existing features to 

classify the input image into various classes based on the training dataset. The number of output 

probabilities from the fully-connected layer is 1 [16]. 
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Sigmoid 

The activation function is used to formulate the output of each neuron. The sigmoid activation 

function is the most common. This activation function will interpret the input range of –∞ and 

+∞ values into 0 and 1. The sigmoid activation function is defined as follows[17]: 

𝜎(𝑥) =
1

1+𝑒−𝑥                             (10) 

 

 

Figure 4. The sigmoid function and its derivatives [17] 

 

Confusion Matrix 

Confusion matrix is a method used to measure classification performance. This method can 

determine the accuracy, sensitivity, and specificity level by providing a detailed explanation of 

the correct and incorrect classification in the form of a matrix. To get the accuracy value on the 

confusion matrix, it is necessary to look for the True Negative (TN), False Negative (FN), True 

Positive (TP), and False Positive (FP) values. The confusion matrix table is shown in the 

following table. 

Table 1. Confusion Matrix [18] 

 

After getting the TP, TN, FP, and FN values, the accuracy values can be found using the 

following equation [18]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                           (11) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                     (12) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                       (13) 

Where TN is the true class of negative data that is correctly grouped as negative, TP is the 

actual class of positive data that is classed as positive, FP is the actual class of negative data 

that is misclassified as positive, and FN is the actual class of positive data that is incorrectly 

grouped as positive. to be negative [19].
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Pre-processing 

The data used in this study is in the form of CT-Scan image data in .jpg format downloaded 

from https://nbia.cancerimagingarchive.net/nbia-search/. The data taken is in the form of 

normal lung images with images of malignant lung nodules with specifications of more than 

700 pixels or having a diameter of malignant lung nodules of more than 0.2 cm. The training 

data consists of 160 training data, including 80 image data sets of patients with normal lungs 

and 80 data sets of patients with malignant lung nodules. After the data is collected, the next 

process to be carried out is the initial data processing (pre-processing). 

Resizing 

Pre-processing is an initial stage that is carried out to eliminate some of the problems that can 

interfere with data processing. Digital images usually come in different sizes because the data 

collected may come from different sources. So that changing the size of the image or resizing 

is needed to uniformize the size of digital images so that processing techniques and feature 

extraction techniques do not produce anomalies [20]. In the resizing feature, the size of the image 

can increase or decrease in size. Uniforming the size of the image will get the same number of 

features from all the image data taken. In addition, resizing can reduce processing time so that 

it can improve system performance [21]. This research changes the image size to 225×225 pixels 

as the input size set in the CNN method. This is done so that the image data set has a uniform 

size. Smaller image sizes will help speed up the data management process. 

Scaling 

The data in this study will be grouped into two classes, namely normal lungs, and lungs with 

malignant nodules. As part of data labelling, non-numeric categories are converted to numeric 

values. Abnormal and normal values will be changed to be in the range of 0 and 1 using the 

selection of the min-max normalization feature, which is shown using the following equation 
[22]: 

𝑥′ =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
                             (13) 

 

Where x is the original value of a feature, xmin is the minimum value of x, xmax is the maximum 

value of x, and x′ is the normalized value. 

Training Datasets 

The training process is where the CNN is trained to obtain high accuracy from the 

classification. This stage is carried out using the backpropagation and feedforward algorithms. 

Dataset Testing 

In the testing process, test data and previous training results are used. There is only a 

feedforward process and no backpropagation process in this process. The result of this process 

is the level of accuracy of the learning outcomes that have been carried out. 

RESULTS AND DISCUSSION 

Training Models 

The system design stage was created to complete training and testing of lung cancer 

classification. This system design stage is a combination of software and hardware components 

of a system. This lung cancer detection system will use Python software. The CNN model is 
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built on Google Colab, allowing anyone to write and run Python code. Google Colab supports 

many popular machine-learning libraries and is easy to run on your notebook. 

Test Results for Number of Layers 

The test results in this study were to compare the accuracy values for each layer in the proposed 

CNN architecture. The global parameter used in this test is to use the same number of epochs 

for each layer test, namely 30. The test phase is carried out by distributing the number of 

sequential filters from the first layer to the last layer, namely 16, 32, 64, 128, 256, 512, and 

1024. 

Table 2. Accuracy Testing Results at Each Layer of the Proposed CNN 

Layer 
Size and 

feature maps 
Epoch 

Accuracy 

Train Validation 

Input Image 225x225x3 - - - 

1 Convolution 225x225x16 
50 Error - 

 Max Pooling 112x112x16 

2 Convolution 112x112x32 
50 Error - 

 Max Pooling 56x56x32 

3 Convolution 56x56x64 
50 0,9564 0,9019 

 Max Pooling 28x28x64 

4 Convolution 28x28x128 
50 0,9469 0,8589 

 Max Pooling 14x14x128 

5 Convolution 14x14x256 
50 0,9392 0,8419 

 Max Pooling 7x7x256 

6 Convolution 7x7x512 
50 0,9278 0,8290 

 Max Pooling 3x3x512 

7 Convolution 3x3x1024 
50 0,9524   0,7969 

 Max Pooling 1x1x1024 

 

Table 2 is the result of testing using four, five, six, and seven layers in this study. The table 

shows the best accuracy value when using three layers. This is because the more layers used, 

the more complex the neural network model will be, and can result in overfitting. The model 

is said to be overfitting when the validation results are worse than the training results. So the 

CNN model with three layers will be used for the next test. 

Test Results for Variation in the Number of Filters 

This stage is tested to determine the filter size in each convolution layer. This test aims to 

compare the accuracy value when using three different numbers of filters on each proposed 

CNN layer. Following are the details of the distribution of the number of filters in each layer: 

1. The first model are 16, 32, and 64 pieces. 

2. The second model is 32, 64, and 128 pieces. 

3. The third model is 64, 128, and 256 pieces. 

4. The fourth model is 128, 256, and 512 pieces. 

5. The fifth model is 256, 512, and 1024 pieces. 
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Table 3. Test Results for Variation in the Number of Filters at 3 Layers of 

the Proposed CNN 

No Conv1 Conv2 Conv3 
Accuracy 

Train Validation 

1 3x3x16 3x3x32 3x3x64 0,8921 0,8489 

2 3x3x32 3x3x64 3x3x128 0,9297 0,8569 

3 3x3x64 3x3x128 3x3x256 0,9601 0,8839 

4 3x3x128 3x3x256 3x3x512 0,9612 0,8849 

5 3x3x256 3x3x512 3x3x1024 0,9542 0,8699 

 

From the trials that have been carried out using five variations in the number of filters, the 

results are shown in Table 3. In the first experiment using 16, 32, and 64 filters, an accuracy 

value of 89.21 was obtained. The second experiment using 32, 64, and 128 filters obtained an 

accuracy value of 92.97%. The third experiment using 64, 128, and 256 filters obtained an 

accuracy value of 96.01%. Then in the fourth experiment using 18, 256, and 512 filters, the 

accuracy value was 96.12%. Therefore, increasing the number of filters can increase the 

accuracy of results because the more filters used, the more features extracted by the model. So 

filter extraction with 128, 256, and 512 values will be used in further research. 

Batch Size Variation Test Results 

In the third test, the parameter being evaluated is the number of batch sizes used at the model 

training stage. Batch size is the amount of training data used in one iteration. The batch size 

variations used in this test are 8, 16, 32, and 64. 

Table 4. Results of the Effect of Batch Size Amount on the Proposed 

CNN Model 

Batch Size 
Accuracy 

Overfitting 
Train Validation 

8 0,9596 0,8949 0,0647 

16 0,9645 0,8939 0,0706 

32 0,9656 0,9069 0,0587 

64 0,9389 0,8709 0,068 

128 0,7596 0,8145 -0,0549 

 

The use of batch size values from small to large is done so that the GPU and RAM of the laptop 

used are not too full. Table 4 shows the test results of the effect of batch size values on the 

proposed CNN model. Based on the results of the test, it was found that the training and 

validation accuracy values for batch size 8 were 95.96% and 89.49%. The training and 

validation accuracy values for batch size 16 were 96.45% and 89.39%. The best value was 

obtained for batch size 32 with training and validation accuracy of 96.56% and 90.69%, 

respectively. While the accuracy of training and validation when batch size 64 decreased to 

92.89% and 87.09%. Then the accuracy when the batch size is 128 is 75.96% in training 

accuracy and 81.49% in validation accuracy. This shows that the model's ability to generalize 

data appears to decrease at large batch size values. 

Dropout Variation Trial Results 

The parameter evaluated in the fourth experiment was the dropout variation used in the model 

training stage. Dropouts are a type of modification used at the last layer in architecture to reduce 
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overfitting by increasing validation accuracy. Dropout = 0.1 means that 0.1 neurons are 

randomly removed. The dropout variation used in this test is 0.1; 0.3; 0.5; 0.7; and 0.9. 

Table 5. Results of Variation of Dropout Values Against the Proposed 

CNN Model 

Dropout 
Accuracy 

Overfitting 
Train Validation 

0,1 0,9616 0,9009 0,0607 

0,3 0,9622 0,8979 0,0643 

0,5 0,9625 0,9069 0,0556 

0,7 0,9494 0,8999 0,0495 

0,9 0,8735 0,8599 0,0136 

Table 5 shows the test results of the variation in the dropout values in the proposed CNN model. 

Based on the test results, it was found that the greater the dropout value, the smaller the 

overfitting value that occurs in the neural network model. However, when viewed from how it 

works, it is obtained that the accuracy will decrease if the dropout value is too large. This 

happens because the greater the dropout value, the more neurons will be ignored, so the model 

cannot recognize the data properly. 

Epoch Variation Trial Results 

In the third test, the parameter evaluated is the number of epochs used in the model training 

stage. The epoch will affect the number of iterations required for the learning rate to transition. 

The epoch variations used in this test are 20 epoch, 60 epoch  ̧80 epoch, and 100 epoch. 

Table 6. Results of the Influence of the Number of Epochs on the Proposed 

CNN Model 

Epoch 
Accuration 

Overfitting 
Training Validation 

20 0,9037 0,8299 0,0738 

60 0,9672 0,9074 0,0598 

80 0,9716 0,9043 0,0673 

100 0,9782 0,8854 0,0928 

Table 6. shows the test results of the effect of the number of epochs on the proposed CNN 

model. Based on the test results, it was found that the greater the number of epochs, the higher 

the accuracy value. This is because the more the number of epochs, the more often the model 

will repeat the learning rate on data to make the input data more recognizable. Neural networks 

on a deep learning basis require thousands of data, whereas this study only used 200 data, so 

the more epochs are carried out, the more overfitting the data will be. 

Testing Models 

Based on several variations that have been made, the most optimal results are obtained for the 

proposed CNN model. These results are then tested using separate data not trained in the 

system. Tests were carried out to obtain the model's accuracy, sensitivity, and specificity 

parameters using a confusion matrix. Then the output of the test model is shown in table 7, 

where the test data that the model has processed will be given predictions according to the 

labels stored from the training results. The following are the results of detection by the system 

based on the variations made. 
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Table 7. Proposed CNN Confusion Matrix After Modification 

 Suspected Lung Cancer Normal Lung 

Suspected Lung Cancer 10 0 

Normal Lung 1 9 

 

Figure 6. Proposed CNN Confusion Matrix after modification 

Results obtained Accuracy = 95%, Sensitivity = 90% and Specificity = 100%. The results of 

this study are to compare the results of the best accuracy for the convolutional neural network 

before and after repairs. The activation functions used are ReLU and Sigmoid. In the neural 

network, the model could not recognize the test data well before being modified, so an accuracy 

value of only 70% was obtained. The modified convolution neural network model is better 

regarding test data, namely 95%. 

CONCLUSION 

This study applied the CNN method for lung cancer image classification using the hardware 

library with the Python programming language. The effect of improvements on the 

convolutional neural network algorithm makes the accuracy results increase to 95% with the 

CNN architecture of the proposed model using three layers, 128 filters on the first layer, 256 

on the second layer, and 512 filters on the third layer, then with 32 batch sizes, 0.5 dropouts. 

The modified convolutional neural network algorithm has been proven capable of optimizing 

accuracy results in lung cancer detection applications using lung inputs with malignant nodules 

and normal lungs. The results showed that the Convolutional Neural Network (CNN) method 

can be used to identify lung cancer with an accuracy of 95%, a sensitivity of 90%, and a 

specificity of 100%. 
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