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 |  | Data mining adalah proses melatih komputer untuk mengenali suatu pola menggunakan teknik statistika mapun matematika. Salah satu teknik data mining yang sering digunakan adalah klasifikasi, yakni mengelompokkan data ke dalam suatu label menggunakan atribut. Pada klasifikasi, Support Vector Machine (SVM) merupakan salah satu metode yang paling banyak digunakan. Penelitian ini akan memanfaatkan metode SVM dalam melakukan klasifikasi bunga iris. Data yang diteliti menggunakan sebanyak 150 data dengan menggunakan dua metode data latih, yakni percentage split dan k-fold cross validation. Data diolah melalui tahap pre-processing, lalu diklasifikasi menggunakan metode SVM melalui 2 metode data latih, percentage split sebesar 80% dan k-fold corss validation dengan k=10, perhitungan hasil prediksi menggunakan confusion matrix. Pada metode percentage split diperoleh nilai akurasi sebesar 96,7%, presisi 97,6%, recall sebesar 95,3%, dan F1-score sebesar 96,3%. Pada metode k-fold cross validation diperoleh nilai akurasi sebesar 92,6%, presisi 92,6%, recall sebesar 92,6%, dan F1-score sebesar 92,3%. Dengan demikian metode Support Vector Machine (SVM) menggunakan kernel polynomial dengan metode data latih percentage split dapat diimplementasikan ke dalam sistem klasifikasi bunga iris. |
|  | **Abstarct** |
|  | *Data mining is the process of training a computer to recognize a pattern using statistical and mathematical techniques. One of the data mining techniques that are often used is classification, which is to group data into the label using attributes. In classification, the Support Vector Machine (SVM) is one of the most widely used methods. This research will utilize the SVM method in classifying iris flowers. The data studied used 150 data using two training data methods, percentage split and k-fold cross validation. The data is processed through the pre-processing stage, then classified using the SVM method through 2 training data methods, percentage split of 80% and k-fold cross validation with k = 10, and calculation of prediction results using a confusion matrix. In the percentage split method, the accuracy is 96.7%, precision is 97.6%, recall is 95.3%, and F1-score is 96.3%. In the k-fold cross validation method, the accuracy is 92.6%, precision is 92.6%, recall is 92.6%, and F1-score is 92.3%. So that the Support Vector Machine (SVM) method using a polynomial kernel with the percentage split training data method can be implemented into the iris classification system.* |

1. **PENDAHULUAN**

Data mining merupakan proses atau teknik pembelajaran komputer dalam menganalisa pengetahuan secara otomatis dengan melatih komputer menggunakan teknik pengenalan pola seperti teknik Statistik dan Matematika sehingga ditemukan pola baru agar mudah digunakan oleh komputer [1,2]. Salah satu teknik pengolahan data mining yang sering digunakan adalah klasifikasi.

Klasifikasi merupakan teknik dalam data mining yang digunakan untuk mengurutkan dan mengelom-pokkan data ke dalam suatu label atau kelas dengan membedakannya meng-gunakan atribut yang tersedia [3,4]. Salah satu contoh metode pada klasifikasi adalah *Support Vector Machine* (SVM).

Metode *Support Vector Machine* (SVM) adalah sistem pembelajaran komputer untuk memberikan label ke suatu objek tertentu dengan memaksimalkan fungsi matematika berupa fungsi linier dalam sebuah ruang fitur yang memiliki dimensi tinggi [5,6]. Salah satu kelebihan dari metode SVM, yakni mampu menghasilkan klasifikasi dengan akurasi yang tinggi [5]. Hal ini didukung dengan penelitian yang telah dilakukan sebelumnya, antara lain pengkategorian penelitian [5] dengan nilai akurasi 90%, klasifikasi tweet [7] dengan akurasi sebesar 97,54%, klasifikasi kualitasi pengelasan SMAW [8] dengan akurasi sebesar 96,2%.

Metode SVM awalnya hanya dapat mengklasifikasi pada data linier, namun setelah dikembangkan, SVM juga dapat melakukan klasifikasi pada data non linier menggunakan pendekatan kernel, salah satunya ialah kernel *polynomial* [9]. Pengklasifikasian metode SVM menggunakan kernel polynomial telah dilakukan oleh beberapa peneliti, antara lain mendeteksi intrusi [10] dengan akurasi sebesar 89,81%, klasifikasi akreditasi Sekolah Dasar [9] dengan akurasi sebesar 92,683%, dan klasifikasi sentimen tweet public figure [11] dengan akurasi sebesar 72%. Kelebihan dari metode SVM adalah metode ini memiliki landasan teori yang berbasis statistic, implementasi yang cukup mudah, dan bersifat generalisasi.

Bunga iris merupakan bunga hias yang berasal dari Jepang yang memiliki bermacam-macam warna dan bentuk, dan dapat tumbuh di darat maupun air seperti daerah gurun ataupun rawa [12,13,14,15]. Data bunga iris pertama kali diteliti oleh Ronald Fisher pada tahun 1936 dengan memperoleh 150 data bunga iris, 3 jenis bunga, yakni Iris Setosa, Iris Versicolor, dan Iris Virginica, serta 4 atribut yang terdiri dari panjang sepal, lebar sepal, panjang petal, dan lebar petal [16]. Data bunga iris telah banyak digunakan oleh para peneliti dalam melakukan klasifikasi menggunakan berbagai metode, metode *K-Nearest Neighbour* (KNN) [4] dengan akurasi sebesar 92%, algoritma *decision tree* [17] dengan akurasi sebesar 95,33%, model *Deep Neural Network* (DNN) [12] dengan akurasi 96%, dan metode kombinasi MLP-APSO [18] dengan akurasi 96%. Kekurangan dari beberapa penelitian yang dilakukan sebelumnya, yakni hanya menampilkan nilai akurasi saja.

Berdasarkan penelitian-penelitian sebelumnya dengan hasil yang akurasi yang baik, maka pada penelitian ini akan dilakukan pembuatan sebuah sistem klasifikasi bunga iris menggunakan metode SVM dengan kernel *polynomial* serta membandingkan dua metode latihan data, yakni *percentage split* dan *k-fold cross validation* dengan mengukur hasil tingkat akurasi, tingkat presisi, *recall*, dan *F1-score* dengan harapan dapat memberikan hasil terbaik dibandingkan dengan metode klasifikasi lainnya dan dapat membandingkan metode data latih terbaik diantara *percentage split* dan *k-fold cross validation*.

**2. METODE PENELITIAN**

* 1. **Deskripsi Data**

Data yang digunakan adalah dataset bunga iris yang bersumber dari *kaggle* dapat diakses melalui <https://www.kaggle.com/datasets/arshid/iris-flower-dataset>, total data bunga iris yang digunakan berjumlah 150 dengan lima atribut yaitu *Sepallength*, *Sepalwidth*, *Petallength*, *Petalwidth,* dan *Species* dengan masing-masing 50 data untuk setiap kelas *Iris Setosa*, *Iris Versicolor*, dan *Iris Virginica*. Ditampilkan masing-masing dua data teratas dari setiap kelas dataset bunga iris pada *Tabel 1* sebagai berikut.

**Tabel 1. Entry Dataset**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *Sepal Length* | *Sepal Width* | *Petal Length* | *Petal Width* | *Species*  |
| 5.1 | 3.5 | 1.4 | 0.2 | Iris Setosa |
| 4.9 | 3.0 | 1.4 | 0.2 | Iris Setosa |
| 7.0 | 3,2 | 4,7 | 1,4 | Iris Versicolor |
| 6.4 | 3.2 | 4.5 | 1.5 | Iris Versicolor |
| 6.3 | 3.3 | 6.0 | 2.5 | Iris Virginica |
| 5.8 | 2.7 | 5.1 | 1.9 | Iris Virginica |

* 1. ***Pre-processing* Data**

Pada *preprocessing data* dilakukan proses pengecekkan *missing value* pada data bunga iris. Selanjutnya, data akan dibagi menjadi 2 bagian, yaitu *data training* dan *data testing*. Data tersebut akan dilatih menggunakan 2 metode pelatihan data, *percentage split* dan *k-fold cross validation*. Sebesar 80% data *traning* dan 20% data *testing* digunakan pada *percentage split* dan nilai *k* sebesar 10 digunakan pada *k-fold cross validation* untuk pengujian dan pelatihan data.

* 1. **Metode *Support Vector Machine* (SVM)**

*Support Vector Machine* merupakan metode *learning marchine* yang bekerja menggunakan prinsip *Structural Risk Minimization* bertujuan untuk dapat menemukan *hyperplane* yang terbaik dalam memisahkan dua *class* pada *input space*. *Support Vector Machine* menggunakan hipotesis fungsi linier dalam suatu ruang fitur yang berdimensi tinggi, kemudian mengimplementasikan *learning* bias yang berasal dari teori statistik [19].

*Support Vector Machine* membagi dataset menjadi dua kelas yang dipisah oleh *hyperplane* kelas pertama bernilai dan kelas kedua bernilai [19].

Rumus yang digunakan untuk meghitung hasil prediksi dengan hyperplane tunggal dan sesuai dengan b dan w yang akan diperoleh adalah sebagai berikut.

Keterangan :

 = data ke i

W = nilai bobot *support vector* yang tegak lurus dengan *hyperplane*

*b* = nilai bias

 = kelas data ke i

Menentukan nilai optimal dari *hyperplane* dua kelas menggunakan persamaan sebagai berikut.

* 1. **Evaluasi Hasil**

Proses evaluasi hasil menggunakan *confusion matrix* dengan nilai akurasi, presisi, recall*,* dan *F1-score*. *Confusion matrix* meruapakan tabel klasifikasi jumlah data uji yang bernilai benar dan salah [20]. Contoh *confusion matrix* klasifikasi biner pada *Tabel 2* sebagai berikut.

**Tabel 2. *Confusion Matrix***

|  |  |
| --- | --- |
|  | *Prediction* |
|  | ***Positive*** | ***Negative*** |
| Actual | Positive | True Positive (TP) | False Negative (FN) |
| Negative | False Positive (FP) | True Negative (TN) |

Akurasimerupakan angka prediksi yang benar dibuat oleh model melalui kumpulan data, rumus menghitung akurasisebagai berikut.

Presisi merupakan rasio prediksi benar positif dibandingkan dengan keseluruhan hasil yang diprediksi positif, rumus menghitung presisi sebagai berikut.

*Recall* merupakan rasio prediksi benar positif dibandingkan dengan kesulurhan data yang benar positif, rumus menghitung *recall* sebagai berikut.

*F1-score* digunakan untuk mengukur kombinasi nilai hasil dari presisidan *recall*, rumus menghitung *F1-score* sebagai berikut.

**3. HASIL DAN PEMBAHASAN**

Dataset yang digunakan pada penelitian ini sebanyak 150 data bunga iris dengan empat atribut yang menjadi label klasifikasi yaitu *Iris Setosa*, *Iris Versicolor*, dan *Iris Virginica* dengan *pencentage split* dan *k-fold cross validation* sebagai metode pelatihan yang digunakan.

* 1. ***Percentage Split***

*Percentage Split* menggunakan sebesar 80% data *traning* dan 20% data *testing* dengan *confusion matrix* yang dihasilkan sebagai berikut.

**Tabel 3. *Confusion Matrix* menggunakan *Percentage Split***

|  |  |  |
| --- | --- | --- |
|  |  | *Prediksi* |
| ***Iris Setosa*** | ***Iris Versicolor*** | ***Iris Virginica*** |
|  | Iris Setosa | 14 | 0 | 0 |
| Aktual | Iris Versicolor | 1 | 6 | 0 |
|  | Iris Virginica | 0 | 0 | 9 |

Berdasarkan *Tabel 3*, *Support Vector Machine* memprediksi dengan benar sebanyak 14 data *Iris Setosa*, 6 data *Iris Versicolor*, 9 data *Iris Virginica*, dan 1 data *Iris Versicolor* diprediksi *Iris Setosa*. Hasil presisiyang dihasilkan untuk *Iris Setosa* sebesar 93%, *Iris Versicolor* sebesar 100%, dan *Iris Virginica* sebesar 100%. Hasil *recall* yang dihasilkan untuk *Iris Setosa* sebesar 100%, *Iris Versicolor* sebesar 86%, dan *Iris Virginica* sebesar 100%. Hasil *F1-score* yang dihasilkan untuk *Iris Setosa* sebesar 97%, *Iris Versicolor* sebesar 92%, dan *Iris Virginica* sebesar 100%. Nilai akurasi yang diperoleh dengan menggunakan *percentage split* sebesar 96,7%, berarti *Support Vector Machine* sudah sangat baik dalam memprediksi hasil klasifikasi dari bunga iris.

* 1. ***K-fold Cross Validation***

*K-fold cross validation* menggunakan nilai ksebesar 10dengan *confusion matrix* yang dihasilkan sebagai berikut.

**Tabel 4. *Confusion Matrix* menggunakan *K-fold Cross Validation***

|  |  |  |
| --- | --- | --- |
|  |  | *Prediksi* |
| ***Iris Setosa*** | ***Iris Versicolor*** | ***Iris Virginica*** |
|  | Iris Setosa | 50 | 0 | 0 |
| Aktual | Iris Versicolor | 6 | 42 | 2 |
|  | Iris Virginica | 0 | 3 | 47 |

Berdasarkan Tabel 4, *Support Vector Machine* memprediksi dengan benar sebanyak 50 data *Iris Setosa*, 42 data *Iris Versicolor*, 47 data *Iris Virginica*, 6 data *Iris Versicolor* diprediksi *Iris Setosa,* 2 data *Iris Versicolor* diprediksi *Iris Virginica*, dan 3 data *Iris Virginica* diprediksi *Iris Versicolor*. Hasil presisi yang dihasilkan untuk *Iris Setosa* sebesar 89%, *Iris Versicolor* sebesar 93%, dan *Iris Virginica* sebesar 96%. Hasil *recall* yang dihasilkan untuk *Iris Setosa* sebesar 100%, *Iris Versicolor* sebesar 84%, dan *Iris Virginica* sebesar 94%. Hasil *F1-score* yang dihasilkan untuk *Iris Setosa* sebesar 94%, *Iris Versicolor* sebesar 88%, dan *Iris Virginica* sebesar 95%. Nilai akurasi yang diperoleh dengan menggunakan *k-fold cross validation* sebesar 92,6%, berarti *Support Vector Machine* sudah sangat baik dalam memprediksi hasil klasifikasi dari bunga iris.

* 1. **Perbandingan Hasil**

Berdasarkan hasil prediksi menggunakan metode *percentage split* dan *k-fold cross validation*, diperoleh bahwa kedua metode tersebut memberikan hasil akurasi yang sangat baik. Perbandingan kedua metode tersebut dapat dilihat pada Tabel 5 dan Tabel 6.

**Tabel 5. Perbandingan Nilai Presisi dan Akurasi**

|  |  |  |
| --- | --- | --- |
|  | *Presisi* | *Akurasi* |
| ***Iris Setosa*** | ***Iris Versicolor*** | ***Iris Virginica*** |
| *Percentage Split* | 93% | 100% | 100% | 96,7% |
| *K-Fold Cross Validation* | 89% | 93% | 96% | 92,6% |

**Tabel 6. Perbandingan Nilai *Recall* dan *F1-score***

|  |  |  |
| --- | --- | --- |
|  | *Recall* | *F1-score* |
| ***Iris Setosa*** | ***Iris Versicolor*** | ***Iris Virginica*** | ***Iris Setosa*** | ***Iris Versicolor*** | ***Iris Virginica*** |
| *Percentage Split* | 100% | 86% | 100% | 97% | 92% | 100% |
| *K-Fold Cross Validation* | 100% | 84% | 94% | 94% | 88% |  95% |

Berdasarkan Tabel 5 dan Tabel 6, nilai akurasi, presisi, *recall,* dan *F1-score* jauh lebih tinggi pada *percentage split* dibanding *k-fold cross validation*. Nilai evaluasi minimum yang diperoleh menggunakan percentage split adalah recall pada kelas versicolor dengan nilai sebesar 86% dengan kategori baik. Nilai evaluasi minimum tersebut tidak jauh berbeda dengan nilai minimum yang diperoleh menggunakan k-fold cross validation. Nilai presisi, *recall,* dan *F1-score* disajikan dalam bentuk diagram pada Gambar 1 sebagai berikut.

**Gambar 1. Perbandingan Nilai *F1-score*, Presisi dan *Recall* Hasil Prediksi**

**Gambar 2. Rata-rata Nilai *F1-score*, Presisi dan *Recall* Hasil Prediksi**

Pada Gambar 2 terlihat bahwa metode *percentage split* memiliki nilai presisi, *recall*, dan *F1-score* yang lebih unggul dibandingkan metode *k-fold cross validation* dengan nilai lebih dari 95%, namun kedua metode tersebut merupakan metode terbaik dalam melakukan klasifikasi menggunakan Support Vector Machine (SVM) pada bunga iris karena memiliki nilai akurasi, presisi*, recall,* dan *F1-score* lebih dari 90%.

**Tabel 7. Perbandingan dengan Penelitian Lain**

|  |  |
| --- | --- |
| ***Metode*** | ***Evaluasi*** |
| ***Akurasi*** | ***Presisi*** | ***Recall*** | ***F1-score*** |
| KNN [4] |  92% | - | - | - |
| DNN [12] | 96% | - | - | - |
| *Decision Tree* [17] | 95,33% | - | - | - |
| MLP-APSO [18] | 96% | - | - | - |
| *Decision Tree* [21] | 86,67% | 90,48% | 86,67% | - |
| *Purpose Method* |  |  |  |  |
| *Percentage Split* | 96,7% | 97,6% | 95,3% | 96,3% |
| *K-Fold Cross Validation* | 92,6% | 92,6% | 92,6% | 92,3% |

Berdasarkan Tabel 7 dapat terlihat bahwa klasifikasi bunga iris memberikan nilai evaluasi di atas 85% dengan kategori baik. Klasifikasi bunga iris menggunakan SVM dengan metode *percentage split* memiliki nilai akurasi serupa menggunakan metode DNN dan MLP-APSO dengan nilai akurasi sebesar 96%. Metode SVM menggunakan k-fold cross validation juga memiliki nilai akurasi serupa dengan metode KNN dengan nilai akurasi 92% meskipun nilai tersebut lebih rendah dibandingkan dengan metode SVM menggunakan *percentage split*. Pada nilai presisi dan recall, metode SVM memiliki nilai evaluasi yang lebih tinggi dengan kategori sangat baik dibandingkan dengan metode *Decision Tree*. Berdasarkan hasil tersebut, maka metode SVM menggunakan *percentage split* merupakan metode terbaik dalam melakukan klasifikasi pada bunga iris.

**4. KESIMPULAN**

Berdasarkan penelitian yang telah dilakukan, klasifikasi bunga iris menggunakan metode *Support Vector Machine* (SVM) dengan kernel *polynomial* dengan metode data latih *percentage split* memiliki nilai akurasi, presisi, *recall*, dan *F1-score* di atas 95% dengan kategori sangat baik dan metode data latih *k-fold cross validation* memiliki nilai akurasi, presisi, recall, dan *F1-score* di atas 90% dengan kategori sangat baik. Nilai evaluasi yang diperoleh kedua metode tersebut menunjukkan bahwa metode *Support Vector Machine* (SVM) mampu melakukan klasifikasi bunga iris dan dapat menggunakan metode latih *percentage split* untuk menghasilkan nilai evaluasi terbaik.
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