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Analisis pola kehadiran pegawai merupakan langkah penting dalam
memahami karakteristik perilaku waktu kehadiran di lingkungan kerja.
Penelitian ini bertujuan untuk menganalisis pola kehadiran pegawai
berdasarkan data absensi pegawai menggunakan algoritma K-Means
clustering. Tahapan penelitian meliputi pengumpulan data, pra-pemrosesan
data, klasterisasi, evaluasi dan visualisasi. Data absensi selama tiga bulan
diolah melalui tahap pembersihan, diskretisasi, pembentukan, pembuatan
atribut baru dan normalisasi untuk memastikan kualitas data. Proses
Klasterisasi dilakukan dengan jumlah 3 klaster bedasarkan hasil metode
elbow. Evaluasi model menggunakan metode Davies—Bouldin Index (DBI)
menghasilkan nilai sebesar 0,743. Hasil klasterisasi  kemudian
divisualisasikan menggunakan Power BI untuk mempermudah interpretasi
pola kehadiran. Berdasarkan hasil tersebut, diperoleh 3 pola waktu kehadiran
utama yaitu waktu kehadiran baik, cukup, dan kurang yang menggambarkan
perbedaan karakteristik waktu kehadiran pegawai secara lebih jelas. Hasil
penelitian ini memberikan pemahaman menyeluruh mengenai pola waktu
kehadiran pegawai yang dapat dijadikan dasar untuk analisis lebih lanjut,
seperti evaluasi kinerja dan kedisplinan.

Abstract

Analysis of employee attendance patterns is an important step in
understanding the characteristics of attendance behavior in the work
environment. This study aims to analyze employee attendance patterns based
on attendance data using the K-Means clustering algorithm. The research
stages include data collection, data pre-processing, clustering, evaluation and
visualization. Attendance data for 3 months is processed through the stages
of cleaning, discretion, creation of new attributes and normalization fo ensure
data quality. The clustering process was carried out with a total of 3 clusters
based on the results of the elbow method. The model evaluation using the
Davies-Bouldin Index (DBI) method yielded a value of 0.743. The clustering
results are then visualized using Power Bl to make it easier to interpret
aftendance patterns. Based on these results, 3 main attendance time patterns
were obtained, namely good, sufficient, and poor attendance time which
depicts the differences in the characteristics of employee attendance time
more clearly. The results of this study provide a comprehensive
understanding of the pattern of employee attendance time which can be used
as a basis for further analysis, such as performance and discipline evaluation.
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1. PENDAHULUAN

Sumber daya manusia merupakan aset terbesar dan penting dalam sebuah organisasi. Dalam suatu instansi, pegawai
merupakan aset penting yang memengaruhi tercapainya keberhasilan unit kerja [1]. Keberhasilan sebuah organisasi bukan
hanya dilihat dari capaian yang telah diperoleh, tetapi juga dari tingkat kedisiplinan sumber daya manusia dalam mematuhi
aturan-aturan yang telah ditetapkan. Dalam proses pembelajaran maupun pekerjaan kehadiran memiliki peran yang sangat
penting [2]. Kehadiran pegawai merupakan salah satu indikator penting dalam menilai kedisiplinan dan kinerja individu dalam
suatu instansi atau organisasi [3].

Dalam era digital seperti sekarang, sistem absensi pegawai telah beralih dari absensi manual ke sistem digital [4].
Diantaranya melalui perangkat eletronik seperti fingerprint dan pengenalan wajah, maupun menggunakan aplikasi berbasis
mobile. Sistem digital tersebut dapat membantu meningkatkan efisiensi dalam pengumpulan dan manajemen data kehadiran
pegawai. Data kehadiran pegawai seringkali hanya dijadikan arsip dan belum dimanfaatkan secara optimal untuk menghasilkan
informasi yang lebih mendalam tentang perilaku kehadiran pegawai. Akibatnya, data tersebut belum dapat dieksplorasi
sepenuhnya untuk menghasilkan informasi yang bernilai. Seiring berkembangkan teknologi, data tersebut bisa di dioptimalkan
menggunakan data mining untuk menggali informasi yang lebih luas dari data tersebut [5]. Salah satu metode data mining yaitu
K-Means, untuk mengelompokkan data bedasarkan karakteristiknya [6]. Algoritma K-Means merupakan algoritma clustering
yang akan mengempokkan data menjadi klaster atau kelompok-kelompok teretentu bedasarkan kemiripan karakteristik datanya
[7]. Dengan menerapkan algoritma ini, instansi dapat mengetahui kelompok-kelompok pegawai bedasarkan pola kehadiran
pegawai. Informasi tersebut akan sangat membantu sebagai dasar untuk analisis lanjutan, seperti evaluasi kinerja dan
kedisiplinan.

Beberapa penelitian sebelumnya telah menerapkan algoritma K-Means untuk mengolah data kehadiran pegawai. Penelitian
Muharmi dan Nadriati tahun 2022 menerapkan algoritma K-Means Clustering untuk menganalisis data kehadiran karyawan
dengan tujuan untuk mengelompokkan pegawai bedasarkan pola kehadiran [8]. Penelitian Darma, Yusman, dan Hendrawan
tahun 2024 yang melakukan klasterisasi data kehadiran pegawai di Dinas Pekerjaan Umum dan Penataan Ruang Kabupaten
Langkat [9]. Penelitian Virgo, Defit, dan Yuhandri tahun 2020 menggunakan algoritma K-Means untuk mengelompokkan tingkat
kehadiran dosen non-PNS di IAIN Batusangkar [10]. Peneltian Adih, Pangestu, Akbar, Purnamasari dan Saprudin tahun 2025
melakukan analisis K-Means Clustering pada sistem presensi mobile di Puskesmas Kosambi [11].

Dari beberapa penelitian terdahulu terbukti bahwa K-Means efektif untuk melakukan klasterisasi kehadiran pegawai. Pada
penelitian ini akan memanfaatkan algortima K-Means untuk manganalisis data absensi pegawai di Dinas Kesehatan Kota
Pekalongan. Penelitian ini akan melakukan pengelompokkann dengan mempertimbangkan klaster optimal yang digunakan
melalui metode elbow dan evaluasi akurasi hasil klaster menggunakan Davies-Bouldin Index (DBI) sebagai evaluasi model.
Davies-Bouldin index (DBI) merupakan salah satu metode evaluasi klaster, dimana kualitas hasil klaster akan dievaluasi
bedasarkan kedekatan dan kemiripan data dalam suatu klaster serta jarak antar klaster yang berbeda [12]. Proses klasterisasi
yang dilakukan bukan hanya mengahasilkan kelompok bedasarkan pola kehadiran pegawai, tetapi juga diintegrasikan ke dalam
visualisasi data. Dengan demikian, bukan hanya jumlah klaster dan anggotanya saja yg diperoleh, tetapi juga gambaran yang
lebih detail mengenai karakteristik masing-masing klaster. Sehingga dapat mempermudah analisis dan interpretasi pola
kehadiran pegawai. Penelitian ini bertujuan untuk menghasilkan klasterisasi kehadiran pegawai yang memberikan gambaran
kondisi kehadiran secara objektif dan mempermudah pemantauan serta identifikasi pola kehadiran pegawai, sehingga dapat
digunakan sebagai dasar dalam analisis lanjutan, seperti evaluasi kedisplinan dan kinerja pegawai.

2. METODE PENELITIAN

Untuk memberikan gambaran yang lebih jelas mengenai tahapan penelitian, alur metodologi penelitian disajikan pada
Gambar 1.

Pengumpulan .. . . .
Pra-pemrosesan Data Klasterisasi | Fvaluasi | Visualisasi
Data _l—v P

Gambar 1. Alur Penelitian
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2.1 Pengumpulan Data

Proses pengumpulan data dilakukan dengan teknik dokumetasi, yaitu menyalin dan mengolah data absensi yang tercatat
secara eletronik dalam sistem absensi instansi tersebut. Data yang gunakan dalam penelitian ini merupakan data sekunder yang
diperoleh dari sistem absensi pegawai Dinas Kesehatan Kota Pekalongan. Data absensi yang dikumpulkan mencakup informasi
identitas pegawai, tanggal kehadiran, waktu kehadiran, serta kode kehadiran yang merepresentasikan kondisi kehadiran
pegawai, termasuk kehadiran tepat waktu dan keterlambatan. Dari keseluruhan data tersebut, penelitian ini akan memfokuskan
analisis pada variabel waktu kehadiran dan keterlambatan pegawai karena dinilai paling relevan untuk mengidentifikasi
kecenderungan perilaku waktu kehadiran pegawai. Adapun rentang waktu data yang digunakan mencakup periode 3 bulan,
yakni bulan april hingga juni tahun 2025. Pemilihan periode tersebut dimaksudkan untuk memberikan gambaran representatif
mengenai pola kehadiran pegawai dalam satu triwulan.

2.2 Pra-pemrosesan dala

Pra-pemrosesan data merupakan tahap pembersihan dan penyesuaian data untuk meningkatkan kualitas data yang
digunakan [13]. Proses pembersihan data dilakukan dengan menghilangkan data kosong agar data yang digunakan bersih dan
konsisten. Selanjutnya data akan di transformasi dengan mencakup 3 langkah utama yaitu discretization, attribute construction
dan normalisasi data. Proses discretization dilakukan untuk mengubah data waktu kehadiran pegawai yang bersifat kontinu
menjadi data kategorikal. Tahapan ini bertujuan untuk menyederhanakan representasi data sehingga pola distribusi waktu
kehadiran pegawai dapat diidentifikasi dengan lebih jelas. Pada proses ini, waktu kehadiran dibagi ke dalam tiga keterangan
waktu yang akan dikodekan menjadi W1, W2 dan W3 yang merepresentasikan tingkat ketepatan waktu kedatangan pegawai.
Sementara itu, informasi keterlambatan pegawai diperoleh dari kode keterlambatan yang telah tersedia pada data absensi, yaitu
M2, M3, dan M4. Tahap selanjutnya adalah attribute construction, yaitu pembentukan atribut baru yang merepresentasikan
frekuensi kemunculan masing-masing kode hasil discretization waktu kehadiran dan kode keterlambatan pegawai. Melalui
proses discretization dan attribute construction tersebut, terbentuk enam fitur baru yang berasal dari variabel waktu kehadiran
dan keterlambatan pegawai yaitu W1, W2, W3, M2,M3 dan M4, yang selanjutnya digunakan sebagai input dalam proses
klasterisasi.Selanjutnya, dilakukan normalisasi untuk mengubah data kedalam skala tertentu. Proses normalisasi data tersebut
bertujuan agar setiap fitur memiliki kontribusi yang seimbang terhadap proses pembentukan klaster.

2.3 Klasterisasi

Pada tahap ini akan dilakukan proses pengelompokkan data kehadiran pegawai dengan menggunakan K-Means sebagai
metode klasterisasi. Algoritma ini akan untuk membagi data ke dalam sejumlah klaster berdasarkan kemiripan karakteristik antar
data [14]. Proses pengelompokan data pada algoritma K-Means dilakukan dengan menghitung jarak antara setiap data dan
pusat klaster (centroid) yang dirumuskan sebagai berikut:

d(xi, cj) = (1)
Keterangan :
d(x; c)) = Jarak antara titik data x dan centroid C.
X(ik) = nilai atribut ke-k dari data ke-i
X(jk) = nilai atribut ke-k dari centroid ke-j
n = jumlah atribut

Sehingga data dengan pola atau karakteristik yang serupa akan tergabung dalam klaster yang sama. Proses klaterisasi
akan dilakukan menggunakan aplikasi Altair Al Studio. Sebelum dilakukan klasterisasi, telebih dahulu ditentukan jumlah klaster
optimal menggunakan metode elbow. Hal ini bertujuan untuk mengidentifikasi titik optimal jumlah klaster berdasarkan titik
elbowyang terbentuk. Dengan demikian, jumlah klaster yang dipilih merupakan hasil analisis yang paling representatif terhadap
struktur data yang digunakan.
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2.4 Evaluasi

Hasil klaster yang telah terbentuk kemudian dilakukan proses evaluasi untuk menilai kualitas klasterisasi yang dihasilkan.
Proses evaluasi akan dilakukan menggunakan Davies-Bouldin Index (DBI) yang akan mengukur tingkat kohesi (kedekatan data
dalam satu klaster) serta separasi (jarak atau perbedaan antar klaster). Nilai DBI yang dihasilkan akan menjadi indikator kualitas
klaster, di mana semakin kecil nilai DBI menunjukkan bahwa klaster yang terbentuk memiliki struktur yang lebih baik [15].

2.5 Visualisasi

Tahap visualisasi dilakukan untuk memahami pola dan karakteristik dari hasil klasterisasi yang diperoleh [16]. Visualisasi
berfungsi sebagai sarana ekplorasi dan penyajian hasil sehingga lebih mudah dipahami, dianalisis dan diinterpretasikan. Melalui
visualisasi, hubungan antar klaster serta perbedaan karakteristik di antara kelompok data dapat ditampilkan secara jelas dan
informatif. Pada penelitian ini, proses visualisasi dilakukan dengan menggunakan Microsoft Power Bl untuk menampilkan hasil
klasterisasi dalam bentuk diagram yang interaktif. Pengguanaan Power Bl memungkinkan peneliti menyoroti pola—pola tertentu
pada data, seperti distribusi waktu kehadiran pegawai pada setiap klaster.

3. HASIL DAN PEMBAHASAN

3.1 Pengumpulan Dala

Berdasarkan proses pengumpulan data, diperoleh data absensi pegawai Dinas Kesehatan Kota Pekalongan untuk periode
April hingga Juni 2025. Dataset tersebut mencakup informasi nama pegawai, tanggal kehadiran, waktu kehadiran,
keterlambatan serta kode kehadiran harian pegawai.

Total data yang berhasil dikumpulkan dan digunakan dalam penelitian ini berjumlah 66 data kehadiran pegawai. Dari
keseluruhan atribut yang tersedia variabel waktu kehadiran dan keterlambatan pegawai menjadi fitur utama dalam klasterisasi.
Variabel tersebut dipilih karena mampu merepresentasikan pola dan kecenderungan perilaku waktu kehadiran pegawai. Tabel 1
menyajikan contoh data kehadiran pegawai selama satu bulan sebagai representasi dari keseluruhan data tiga bulan yang
digunakan dalam penelitian.

Tabel 1. Contoh data kehadiran pegawai (Periode juni 2025)

Pegawai Tanggal

1 2 3 4 5 26 21 28 29 30
1 HL 06:57 07:.03 0720 07:02 .... 0707 HL DL
2 HL 0711 0713 DD 0729 ... M2 HL o721
3 HL CB CB CB CB ... 07:08 HL 07:12
4 HL 0713 0716 0715 0716 ... 07114 HL CT
5 HL 0714 0724  07:27 M2 veee 0727 HL 07:24
62 HL 0713 0717 0710 0716 0713 HL 07:17
63 HL 0722 0724 0722 0725 ... CT HL 07:25
64 HL 07.01 0703 07:02 0653 .... 0650 HL 06:49
65 HL 07.07 0710  06:59 CT ... 0708 HL 07:12
66 HL 0712 0725 0728 0719 ... 0723 HL 07:16

Dalam data tersebut terdapat beberapa data kosong pada tanggal-tanggal tertentu, hal ini menandakan perlunya tahapan
pra-pemrosesan data sebelum dilakukan analisis lebih lanjut. Data waktu kehadiran yang diperoleh masih dalam format waktu
(HH:MM) dan keterlambatan masih bersifat non-numerik, sehingga belum dapat digunakan secara langsung dalam proses
klasterisasi. Oleh karena itu, diperlukan tahap preprocessing dan transformasi data untuk mengonversi data ke dalam bentuk
numerik.

3.2 Pra-pemrosesan dala
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Berdasarkan hasil dari pengumpulan data, data absensi pegawai yang diperoleh masih mengandung beberapa data
kosong pada tanggal tertentu serta memiliki atribut yang belum sepenuhnya siap untuk dianalisis menggunakan metode
klasterisasi. Oleh karena itu, dilakukan tahapan pra-pemrosesan data untuk memastikan kualitas dan konsistensi data yang
digunakan dalam penelitian ini. Tahap pra-pemrosesan data dilakukan dengan menghapus data yang memiliki nilai kosong dan
penyesuaian kolom data, sehingga hanya data yang lengkap dan valid yang digunakan dalam proses analisis selanjutnya. Contoh
hasil pra-pemrosesan data dapat dilihat pada tabel 2.

Tabel 2. Hasil pembersihan dan penyesuaian data

Pegawai 1 2 3 4 5 e 23 24 25 26 27 30

1 HL 06:57 07.03 0720 07:.02 .... 0713 07:08 06:50 07:07 HL DL
2 HL 0711 0713 DD 0729 .... M2 0723 DD M2  HL 0721
3 HL CB CB CB cB ... CB CB CB 0708 HL 07:12

4 HL 0713 0716 0715 0716 ... 0717 0710 07116 0714 HL CT
5 HL 0714 0724 0727 M2 ... 0725 0724 0729 0727 HL 0724
62 HL 0713 0717 0710 0716 ... 0714 0713 0726 0713 HL 0717
63 HL 0722 0724 0722 0725 ... 0722 0722 0724 CT HL  07:25
64 HL 0701 0703 0702 0653 ... GCD 06:48 0711 0650 HL 06:49
65 HL 0707 0710 0659 CT ... 0715 CT 0720 07:08 HL 0712
66 HL 0712 0725 0728 0719 ... 0722 0723 12 0723 HL 0716

Pada tahap transformasi data, waktu kehadiran dan keterlambatan yang semula bersifat non-numerik dikonversi ke dalam
bentuk numerik agar dapat digunakan dalam proses analisis klasterisasi. Atribut waktu kehadiran yang awalnya
direpresentasikan dalam format waktu (HH:MM) ditransformasikan melalui proses discretization menjadi beberapa keterangan
waktu. Dalam penelitian ini, waktu kehadiran dibagi ke dalam 3 interval waktu yang merepresentasikan tingkat ketepatan waktu
kedatangan pegawai. Setiap interval tersebut selanjutnya dikodekan ke dalam bentuk numerik, sebagaimana disajikan pada
Tabel 3.

Tabel 3. Discretization

Kode Keterangan
W1 <07:00
W2 07:00-07:15
W3 07:15-07:30

Selain variabel hasil diskretisasi, data absensi juga memiliki variabel bawaan dari sistem berupa kode keterlambatan
otomatis yang dihasilkan secara langsung oleh perangkat absensi. Kode ini tidak melalui proses diskretisasi manual, melainkan
ditetapkan oleh sistem berdasarkan rentang waktu keterlambatan yang telah dikonfigurasi sebelumnya. Atribut ini memiliki kode
M2, M3, dan M4 sebagaimana disajikan pada Tabel 4.

Tabel 4. Variabel keterlambatan

Kode Keterangan
M2 Terlambat 1 - 15 menit
M3 Terlambat 16 — 30 menit
M4 Terlambat >30 menit

Setelah dilakukan proses diskretisasi terhadap atribut jam kehadiran (W) dan identifikasi kode keterlambatan dari sistem
(M), proses selanjutnya adalah attribute construction yang bertujuan untuk membentuk atribut baru melalui penjumlahan
frekuensi dari setiap kode keterangan. Dalam hal ini kode W1, W2, W3, M2, M3 dan M4 yang terbentuk sebelumnya akan
dijadikan atribut baru. Pada tahap ini, setiap kode dihitung berdasarkan frekuensi kemunculannya dalam data kehadiran masing-
masing pegawai selama periode 3 bulan, Hasil pembentukan atribut tersebut disajikan pada Tabel 5.
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Tabel 5. Hasil discretization dan affribute construction

Pegawai W1 W2 W3 M2 M3 M4
1 6 30 8 0 0 0
2 6 23 12 5 0 0
3 0 17 0 0 0 0
4 3 29 14 0 0 0
5 1 2 42 1 0 0
62 17 24 7 0 0 0
63 0 1 46 0 0 0
64 19 31 0 0 0 0
65 1 36 9 0 0 0
66 0 7 27 9 0 0

Tabel 5 merupakan tabel hasil transformasi data yang telah dilakukan. Proses tersebut diakhiri dengan melakukan
rekapituliasi pada kode keterangan tiap data pegawai. Proses ini menghasilkan data numerik pada tiap-tiap atribut. Dengan data
numerik ini, setiap pegawai dapat dikelompokkan bedasarkan pola waktu yang dimiliki, serta memungkinkan identifikasi pola
kehadiran yang jelas

Setelah melakukan transformasi, kemudian data tersebut akan dilakukan normalisasi dengan menggunakan teknik
normalisasi Min-Max Normalizationatau range transformation. Proses ini akan mentransformasi data menjadi nilai baru dengan
rentang 0 — 1 seperti pada Tabel 6.

Tabel 6. Hasil normalisasi

Pegawai W1 W2 w3 M2 M3 M4
1 0182 0833 0160 O

0 0

2 0.182 0639 0240 015 O 0

3 0 0.472 0 0 0 0

4 0.091 0806 0280 O 0 0

5 0.030 005 0.840 0031 O 0

62 0515 0667 0140 O 0 0
63 0 0028 0920 O 0 0
64 0576  0.861 0 0 0 0
65 0.030 1 0180 0 0 0
66 0 0194 0540 0281 O 0

Setelah dilakukan normalisasi, semua data memiliki skala yang sama sehingga tidak ada lagi data yang terlalu besar
maupun terlalu kecil dibandingkan variabel lainnya. Dengan demikian, hasil analisis pada tahap berikutnya menjadi lebih adil
karena setiap variabel memberi pengaruh yang seimbang dalam pembentukan klaster.

3.3 Klasterisasi

Sebelum melakukan proses kalsterisasi, akan dilakukan penentuan nilai k, langkah ini dilakukan untuk mendapatkan
jumlah klaster optimal. Pada penelitian ini penentuan nilai k dilakukan dengan menggunakan metode e/bow, dimana metode ini
akan memberikan rekomendasi jumlah klaster optimal dengan melihat penurunan nilai Avg. Within Centroid Distance pada tiap
nilai k. Tabel merupakan hasil perhitungan Avg. Within Centroid Distance yang dilakukan pada k = 1 hingga k = 10. Adapun nilai
yang diperoleh seperti pada Tabel 7.

Tabel 7. Nilai avg. within centroid distance

Clustering Avg. Within Centroid Distance
1 0.289
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Clustering  Avg. Within Centroid Distance
2 0.237
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Dari hasil perhitungan pada Tabel 6, berikutnya di visualisasikan dalam bentuk grafik pada gambar. Visualisasi ini
dilakukan untuk mempermudah identifikasi titik elbow pada penurunan nilai Avg. Within Centroid Distance seiring penambahan
nilai k. Grafik hasil visualisasi tersebut dapat dilihat pada Gambar 2.

50 55 B0 &5 78 75 80 B85 O
Clusteringk

Gambar 2. Grafik EIlbow

Pada Gambar 2 menggambarkan penurunan nilai ekstrim terjadi pada titik titik k=2 dan titik k = 3, kemudian nilai tersebut
mulai turun secara perlahan setelah titik k = 3 hingga k = 10. Jadi dapat dimaknai bahwa titik elbow berada di k = 3,karena pada
titik tersebut terjadi transisi penurunan nilai yang signifikan menuju penurunan yang melandai. Dengan demikian proses
klasterisasi akan diterapkan jumlah klaster optimal yaitu 3 klaster.

Setelah melalui tahapan proses transformasi data penentuan nilai k optimal, kini data tersebut siap digunakan untuk
klasterisasi. Proses klasterisasi akan dilakukan menggunakan K-Means clustering. Dengan menggunakan aplikasi Altair Al
Studio, proses ini akan melakukan pengelompokkan data menjadi 3 kalster seperti yang telah ditentukan pada proses
sebelumnya. Tahapan proses tersebut ditunjukan pada Gambar 3.

Read CSV Set Role Clustering Performance
i fil |2 out D 6 exa "‘ﬂ exa D (] exa n clu D G exa % per D s
el -7 res
‘/ onD cluD Q clu e-aD
V ! g/ /U per clu D res
« res

Gambar 3. Proses Klasterisasi K-Mééns

Gambar 3 merupakan alur proses Klasterisasi pada penelitian ini yang terdiri dari 4 tahap. Tahap pertama adalah
mengambil dan membaca data hasil dari transformasi menggunakan operator Read CSV. Dimana atribut Pegawai, W1, W2,
W3, M2, M3 dan M4 akan dimuat. Setelah data diambil selanjutnya menentukan peran suatu atribut menggunakan operator set
role. Pada konteks ini atribut Pegawai akan dijadikan id. Proses ini dilakukan agar algoritma mengetahui atribut mana yang akan
dipakai untuk perhitungan sehingga hasil perhitungannya menjadi optimal. Kemudian melakukan klasterisasi dengan operator
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Clustering. Pada proses ini data akan di kelompokkan kedalam 3 klaster bedasarkan pola atau karakteristik tertentu. Pada tahap
terakhir menggunakan operator performance yang akan mengidentifikasi tingkat akurasi model yang telah dibuat.

Pengelompokkan data menjadi 3 klaster menghasilkan cluster model yang memiliki perbedaan karakteristik atau pola
antar klaster sebagaima ditunjukkan pada Gambar 4.

Cluster Model

Cluster 0: 17 items
Cluster 1: 3 items

Cluster 2: 46 items
Total number of items: &6

Gambar 4. Hasil Klasterisasi

Gambar 4 menjukkan keanggotaan dari masing-masing klaster yang terbentuk. Dimana pada klaster 0 terdapat 17 data
pegawai. Kemudian pada kalster 1 memiliki anggota yang paling sedikit yaitu terdapat 3 data pegawai. Kluster 2 menjadi yang
paling dominan dalam klasterisasi ini dengan 46 data pegawai.

3.4 Evaluasi

Setelah dilakukan kalsterisasi menggunakan algoritma K-means, tahap berikutnya adalah melakukan evaluasi hasil
Klasterisasi untuk melihat performa model yang telah dihasilkan. Proses evaluasi akan menggunakan Davies-Bouldin Index
(DBI). Hasil evaluasi tersebut dapat dilihat pada Gambar 5.

Criterion

Avg. within centroid dis... DaVieS Bou Id i n

Avg. within centroid dis...
Avg. within centroid dis... Davies Bouldin: 0.743

Avg. within centroid dis...

Davies Bouldin
Gambar 5. Nilai DBI
Bedasarkan gambar 5 diperoleh nilai DBI sebesar 0.743. Nilai ini menunjukkan bahwa hasil klasterisasi yang terbentuk
tergolong cukup baik, karena nilai DBI berada di bawah angka 1 yang umumnya digunakan sebagai batas kualitas klaster yang
dapat diterima.

3.5 Visualisasi

Data yang telah dikelompokkan dengan algoritma K-Means pada proses sebelumnya, kemudian divisualisasikan untuk
mempermudah dalam interpretasi. Visualisasi hasil klasterisasi tersebut dapat dilihat pada Gambar 6, Gambar 7 dan Gambar 8.
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cluster

@ cluster_2
@cluster 0

@cluster_1

Gambar 6. Distribusi Data pada Klaster

Pada Gambar 6 menggambarkan hasil visualisasi persebaran atribut dan data pada setiap klaster. Pada diagram pie
menunjukkan distribusi data dalam klaster bedasarkan jumlah data pegawai pada tiap klaster. Terlihat bahwa klaster 2
mendominsasi dengan proporsi sebesar 69,7% atau 46 data pegawai. Diikuti dengan klaster 0 dengan proporsi sebesar 25,76%
dari total data atau 17 data pegawai. Sementara itu klaster 1 menjadi bagian terkecil yaitu 4,55% dari total data atau hanya
terdapat 3 data pegawai yang termasuk kedalam klaster tersebut. Hal ini menggambarkan bahwa sebagian besar data
dikelompokkan kedalam Klaster 2, sedangkan klaster 1 memiliki distribusi data yang relatif kecil sehingga dapat dianggap
sebagai kelompok minoritas dalam pembagian klaster.

Chart Diagram

100%

M3, M4, M2, W1, W2 and W3

20%

cluster_1 cluster 2
cluster

Legend ®M3 @14 BM2 @W1 OW2 BW3

Gambar 7. Distribusi Atribut pada Klaster

Gambar 7 merupakan hasil visualisasi distribusi atribut pada masing-masing klaster yang dibuat dengan diagram chart.
Dengan visualisasi akan memudahkan pemahaman karakteristik pada masing-masing klaster. Adapun interpretasi pada
masing-masing klaster adalah seperti berikut.

1. Pada ClusterQ didominasi oleh W2 (53,96%), disusul oleh M3 (30,91%) dan W3 (13,14%). Proporsi ini menunjukkan
bahwa sebagian besar pegawai dalam klaster ini datang pada pukul 07.00-07.15, namun masih ada sebagian yang
terlambat antara 16-30 menit. Dengan demikian, klaster O dapat dikategorikan sebagai kelompok pegawai dengan
waktu kehadiran cukup baik.

2. Pada Cluster1 didominasi oleh kategori M3 (39,74%), yaitu pegawai yang terlambat antara 16-30 menit, diikuti oleh
M2 (21,13%) yang terlambat antara 1-15 menit, serta M4 (24,38%) yang terlambat lebih dari 30 menit. Hanya
sebagian kecil yang datang lebih awal (W1 4,52% dan W3 9,75%). Hal ini menunjukkan bahwa klaster 1 berisi
pegawai dengan kecenderungan sering datang terlambat. Dengan sebagian besar pegawai datang terlambat antara
16-30 menit. Sehingga pada cluster 1 bisa dikategorikan sebagai kelompok pegawai dengan waktu kehadiran yg
kurang baik.
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3. Pada Cluster? secara dominan terdiri dari W3 (77,24%), yaitu pegawai yang datang antara pukul 07.16-07.30, diikuti
olen W2 (11,02%) dan W1 (5,10%) dengan proporsi M2, M3, M4 sangat kecil. Dengan demikian, klaster 2
menggambarkan kelompok pegawai yang datang tepat waktu, dengan sebagian besar pegawai datang mendekati jam
masuk yaitu pukul 07:16-07:30, menunjukkan disiplin waktu yang tinggi dibandingkan dua Klaster lainnya. Sehingga
pada cluster 1 bisa dikategorikan sebagai kelompok pegawai dengan waktu kehadiran yg baik.

cluster_ 0@ ® L] L XN J ee o0 o L] L] ® e oo

Cluster

cluster_1 L] [ ]

cluster_2 eceocoe o [N NN N ) oo o0 eee o 9 G000 O0T OO & G090 O [ XN

Gambar 8. Distribusi pegawai dalam klaster

Gambar 8 menunjukkan hasil visualisasi data pegawai yang telah dikelompokkan kedalam 3 klaster. Pada sumbu
horizontal merepresentasikan data pegawai dari Pegawai 1 hingga Pegawai 66, sedangkan sumbu vertikal merepresentasikan
hasil klaster yang terbentuk. Setiap titik pada grafik merepresentasikan satu pegawai yang tergolong ke dalam klaster tertentu
berdasarkan kemiripan pola kehadirannya. Berikut adalah interpretasi visualisai tersebut.
1. Pada cluster 0 atau kelompok pegawai dengan waktu kehadiran cukup baik, terdapat 17 data pegawai yaitu pegawai
1,2,3,4,16,19, 20, 21, 29, 37, 38, 43, 45, 57, 62, 64, dan 65.

2. Pada cluster 1 atau kelompok pegawai dengan waktu kehadiran yang kurang baik, terdapat 3 pegawai yaitu pegawai
33, 49, dan 59.

3. Pada cluster 2 atau kepompok pegawai dengan waktu kehadiran yg baik terdapat 46 pegawai yaitu Adapun anggota
pada klaster ini yaitu pegawai 5, 6, 7, 8,9, 10, 11,12, 13, 14, 15, 17, 18, 22, 23, 24, 25, 26, 27, 28, 30, 31, 32, 34,
35, 36, 39, 40, 41,42, 44, 46, 47, 48, 50, 51, 52, 53, 54, 55, 56, 58, 60, 61,63, dan 66.

4. KESIMPULAN

Berdasarkan hasil penelitian yang telah dilakukan, dapat disimpulkan bahwa proses pengelompokan data kehadiran
pegawai menggunakan algoritma K-Means clustering berhasil dilakukan dengan baik. Hasil klasterisasi menunjukkan bahwa
data terbagi kedalam 3 kelompok, yaitu waktu kehadiran baik, cukup baik dan kurang baik. Nilai Davies-Bouldin Index sebesar
0,743 menunjukkan bahwa hasil klasterisasi yang terbentuk tergolong cukup baik dan dapat merepresentasikan pola kehadiran
pegawai. Analisis dan visualisasi menggunakan Power Bl membantu dalam memperijelas perbedaan karakteristik tiap klaster
dan memudahkan interpretasi hasil secara visual dan interaktif. Hasil penelitian ini memberikan gambaran umum mengenai
kecenderungan waktu kehadiran pegawai yang dapat dijadikan dasar untuk analisis lanjutan, seperti evaluasi kinerja dan
kedisiplinan. Penelitian selanjutnya dapat mengembangkan analisis dengan menggunakan algoritma klasterisasi lain, seperti
Hierarchical Clustering, Fuzzy C-Means, atau DBSCAN, guna membandingkan tingkat akurasi dan kualitas hasil klasterisasi
terhadap pola kehadiran pegawai.
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